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Chapter 1

Introduction

The volume production of complex optics (Fresnel lenses, aspherical optics, etc.) requires wear resistant molds with microstructured features. Wear resistant materials like ceramics are difficult to machine since they are very brittle, therefore limiting the ability to obtain microstructured features on the molds. One of the possible solutions to this problem is the use of sol-gel films that can be structured in the green ceramic state and then heat treated or ion irradiated into hard ceramic films.

The sol-gel technology used to produce the thin films analyzed throughout this study is an alternative process to both sintering and sputtering to obtain coatings of refractory ceramics. The main advantages of this technique are low processing temperature, high workability in the green ceramic state, high purity and homogeneity [1].

Sol-gel processes are based on the synthesis of molecules that possess an inorganic backbone and an organic side group. The organic side groups are eliminated during the condensation of the gel film which can be accomplished either by heat treatment or ion irradiation. During condensation the gel passes from a state referred to as a “green ceramic”, characterized by high malleability, to a ceramic state, characterized by high hardness and brittleness. The green ceramic state allows the films to be shaped before being transformed into a ceramic.

Sol-gel films have found numerous applications such as magnetic recording disk coatings, biomedical and prosthetic coatings, sensor films, high reflectivity coatings for optical applications, and thermal barrier and wear resistant coatings for turbine blades.

Sol-gel synthesis has been reported to produce films with fine-scaled microstructure. Pore and particle sizes of two nanometers can easily be obtained in freshly derived gels [2]. The ability of sol-gel synthesis to produce nanoscale structures allows for the study of the changes in the mechanical and optical response of a structure due to changes in the dimensions of a structure.
This study focuses on the investigation of organic/inorganic MTES/TEOS (methyltriethoxysilane/ tetraethoxysilane) sol-gel derived films for potential use as wear resistant coatings. These hybrid films were preferred to inorganic films in order to obtain thicker crack-free films. The drawback of inorganic films like ZrO$_2$ is in their thin critical film thickness of about 150 nm, which made them unusable. Critical film thickness refers to the maximum crack-free film thickness that can be obtained after the evaporation of the solvent. Film thickness is an important parameter for the wear resistant mold application since the films need to be machined by diamond tools, and the minimum film thickness required by the machining process was evaluated to be 5-10 µm [3]. Molecular manipulation of inorganic microstructures using organic molecules (hybrid materials) has been reported to reduce the stresses during condensation and heat treatment, resulting in higher critical film thicknesses (20-30 µm). The drawback of the hybrid films is the decrease in mechanical properties leading to lower wear resistance; this issue has been addressed in this study by introducing the ion irradiation process in the condensation stage. Hybrid sol-gel films also offer the possibility to control the inorganic microstructures through the use of selected organic molecules, therefore representing a very powerful tool for the design of novel materials [4].

1.1 Objectives

This study is part of a Transregional Co-operative Research Project including the University of Bremen, Germany, the Technical University of Aachen, Germany, and Oklahoma State University. The overall goal of the project is the design of high wear resistant coatings for molds used in replication of high complexity optical components. The two main specifications required by the coating are good wear resistance (Berkovich hardness greater than 3 GPa) and a film thickness greater than 5 µm allowing the film to be diamond machined.

The objective of this work is centered on the understanding of the fundamental science governing the hardening process of the ion irradiated sol-gel derived films. In particular, attention is focused on the role played by the electronic and nuclear stopping power on the hardening process. The cause of the observed hardening will also be considered, analyzing the variation in structure by Raman spectroscopy.
1.2 Contributions

The contributions of this work are in the following four areas: characterization of the sol-gel system before and after ion irradiation, understanding the role of electronic and nuclear stopping power on the hardening process, modeling of the hardening process, and analysis of the cause behind the hardening process.

The characterization tools used for this study include nanoindentation, atomic force microscopy, photoluminescence spectroscopy and Raman spectroscopy. The nanoindentation instrument enabled the measurement of the reduced elastic modulus and hardness of the films. Atomic force microscopy was used to measure not only the topography of the films, but also to measure the film thickness variation between the non-irradiated and the irradiated films. Photoluminescence spectroscopy allowed the characterization of the light emission of the films while Raman spectroscopy allowed determination of the presence of C-C bond formation after irradiation. Raman spectroscopy was also used to differentiate between the formation of graphite and diamond-like structure.

This study indicates that electronic stopping is principally responsible for the film conversion (hardening), and that the role of nuclear stopping is minimal in this regard. A linear dependence of both hardness and hydrogen loss with electric stopping power was observed.

A model describing the effectiveness of various ion species and fluencies on the hardening process has been put forth. This model is based on Gibbons’ study [5] on the amorphization of crystalline material by ion irradiation.

The hypotheses formulated on the cause of the mechanical hardening of the sol-gel films by ion irradiation are: 1.) a cross-linking mechanism and 2.) the formation of diamond-like structure. Both of these hypotheses have been investigated in this study.
Chapter 2

Background

2.1 Sol-Gel Derived Thin Films

The sol-gel technique is used to obtain ceramic like coatings as an alternative route to sintering and sputtering. The term sol-gel can be broadly defined as the preparation of ceramic materials by producing a sol (colloidal suspension of solid particles in a liquid), gelation of the sol and removal of the solvent. Figure 2.1 shows the sol-gel process for a spin coating deposition. The sol produced (liquid form) is shown in a beaker. The gelation and solvent removal are going to take place as soon as the sol is deposited on the substrate transforming the sol in gel. After sintering or ion irradiation, the gel transforms into a ceramic film.

2.1.1 Sol Preparation

The starting compounds (precursors) used to prepare the sol consist of a metal (e.g., Zr) or metalloid (e.g., Si) element surrounded by various ligands which can be inorganic or organic. In this study, only organic ligands such as alkoxy (ethoxy $\bullet$OCH$_2$CH$_3$) and alkyl (methyl $\bullet$CH$_3$) were used.

Alkoxy ligands are often used because they react readily with water. This reaction is called hydrolysis as it results in the replacement of a ligand with a hydroxyl ion:

$$\text{Me}(\text{OR})_4 + \text{H}_2\text{O} \rightarrow \text{HO-Me}(\text{OR})_3 + \text{ROH}$$

(2.1)

where Me represents the metal or metalloid element, OR represents the ligand (OR is an alkoxy group while R alone is an alkyl group), and ROH is an alcohol. Two partially hydrolyzed molecules
can link together in a condensation reaction such as:

\[(\text{OR})_3\text{Me-OH} + \text{HO-Me(OR)}_3 \rightarrow (\text{OR})_3\text{Me-O-Me(OR)}_3 + \text{H}_2\text{O}\]  \hspace{1cm} (2.2)

or

\[(\text{OR})_3\text{Me-OR} + \text{HO-Me(OR)}_3 \rightarrow (\text{OR})_3\text{Me-O-Me(OR)}_3 + \text{ROH}\]  \hspace{1cm} (2.3)

Alkyl groups do not react in water, thus they do not actively participate in the hydrolysis reaction. Alkyl ligands are usually used as a condensation block in order to control the size of the molecule generated through condensation.

\subsection*{2.1.2 Gelation and Solvent Removal}

A monomer that can make more than two bonds has no limit on the size of the molecule that can form during condensation. If such a molecule reaches a macroscopic dimension extending throughout the solution, the substance is then called a gel. Thus, a gel is a state that contains a continuous solid skeleton enclosing a continuous liquid phase.

Gelation and solvent removal overlap in the case of film deposition. For bulk systems, the condensation, gelation and drying are separate events that might take weeks to complete, whereas in films they occur in seconds to minutes during dipping or spinning deposition. After deposition,
the resulting thin film is in the so called green ceramic state. This state is characterized by a good malleability compared to the final ceramic state, which is reached by further elimination of the liquid phase and organic components (in the case of a hybrid sol) present in the gel. Heat treatment is a process of densification whose goal is the reduction of the solid-vapor interfacial area. In gels, that area is extremely large, so the driving force (interfacial energy) is great enough to densify the film at a relatively low temperature. Higher temperatures (greater than 400 °C) or, as it will be discussed in this study, ion irradiation are needed to eliminate the organic components remaining in the film after densification. Heat treatment and ion irradiation result in film hardening.

2.1.3 Thickness Limitations

The cracking in sol-gel films is caused by the stress related to the volumetric shrinkage and by capillary forces arising from the evaporation of the solvent [6]. One way to decrease the stresses during shrinkage is by producing organic/inorganic hybrid sol-gel films through the introduction of organic components during the synthesis of the sol-gel solution. The film thickness of hybrid sol-gel films can reach two orders of magnitude higher than that of inorganic sol-gel films. However, such an increase in thickness leads to a reduction in hardness (estimated to be an order of magnitude [7]).

2.2 Hybrid Silica Based Sol-Gel Films

Molecular manipulation of inorganic microstructures using organic molecules (hybrid materials) has been reported to reduce the stresses during condensation and heat treatment, resulting in a higher critical film thickness (20-30 μm) [6]. Moreover, hybrid sol-gel films offer the possibility to control the inorganic microstructures through the use of selected organic molecules, therefore representing a very powerful tool for the design of novel materials [4]. The drawback of the hybrid films is the decrease in mechanical properties leading to lower wear resistance. This limitation can be addressed by novel process techniques like ion irradiation employed in this study.

A literature review on the applications, structural evolution, mechanical properties, photoluminescence and Raman spectroscopy, ion irradiation, and UV irradiation of hybrid silica based sol-gel films is reported below.

2.2.1 Applications

Hybrid sol-gel thin films have found application in many fields such as mechanical, optical and electrical.
The two main mechanical applications are wear/abrasion resistance and corrosion protection [8]. The substrates that have employed hybrid silica sol-gel films for wear resistance purposes are mostly glasses and polymers [9–11].

Concerning optical applications, hybrid sol-gel films have been used as photonic materials since they can be produced with a tailored refractive index and a thickness up to 22 µm. The refractive index can be controlled by varying the organic molecule type and concentration [6]. Thus, these types of films were used in integrated optical circuits for passive and active data processing devices [12] (the refractive index of these films ranged from 1.40 to 1.55). Optical memory disks were also obtained using a mixture of methyltriethoxysilane (MTES) and tetraethoxysilane (TEOS) on a glass substrate [13]. Hybrid sol-gel films have often been used as a host matrix for guest molecules that have desired optical properties, such as coumarin-4 which has been used as gain media for laser materials, non-linear optical materials and optical memory [14].

Hybrid sol-gel films can also be produced with a very low dielectric constant, which is a requirement for resistance-capacitance coupling used in electrical fields [15].

2.2.2 Structure

Before introducing the structure of a TEOS/MTES mixture sol (the system investigated throughout this study) a simpler structure which results from pure TEOS sol will be briefly described. In this case, the Si-O-Si network is built from the Si-(O-C\textsubscript{2}H\textsubscript{5})\textsubscript{4} tetrahedral configuration once the ethyl group (C\textsubscript{2}H\textsubscript{5}) concentration is drastically reduced during hydrolysis and condensation of the film, as described in greater detail in Section 2.1. The ethyl group (C\textsubscript{2}H\textsubscript{5}) disappears almost completely after heat treatment (around 250 °C [16]) allowing for the reconstruction of an amorphous SiO\textsubscript{2} network. Silica based sol-gel films contain an amorphous structure up to 1350 °C [17].

The introduction in the TEOS precursor with one or more organic groups attached to the silicon by a non-hydrolysable bond (like in MTES) is a way to incorporate organic molecules in the material [18]. In the MTES precursor, a methyl group (CH\textsubscript{3}) replaces one of the oxygen-ethyl group (O-C\textsubscript{2}H\textsubscript{5}), thus leading to the formation of Si-C bonds. The Si-C bond is not affected by hydrolysis but it can be broken at about 500 °C by oxidation (reaction with oxygen), or at around 700 °C by thermal cracking. In Santucci et al. [19], it is shown that the Si-C bond is broken at 500 °C, with the consequent loss of the methyl group. Other researchers reported the loss of CH\textsubscript{3} at 450 °C [16,20,21].

After heat treatment above 500 °C, the end product of TEOS and TEOS/MTES sols appear to
be the same: amorphous SiO\textsubscript{2}. The major difference is the presence of organic components up to approximately 500 °C for the TEOS/MTES sol. The gradual decomposition of the organic components with heat treatment is the key point in the reduction of the stress related to the volumetric shrinkage during heat treatment and, thus, resulting in film thicknesses two orders of magnitude higher than that of inorganic sol-gel films (TEOS sol) [18].

The literature review on the effect of heat treatment on the hydrolysis byproduct (hydroxyl group), the catalyst (acetylacetone), and the binder (polyvinylpyrrolidone, PVP) is also reported.

After the hydrolysis of both TEOS and MTES precursor molecules is completed, many hydroxyl (OH) groups are bound to Si through substitution of one of the Si-O bonds [19]. These groups can either be free or bridged [16]. In the first case, the OH group is bound to one Si atom, whereas in the second case, the OH group is bound to two Si atoms through a hydrogen bond. It has been shown that the number of OH groups decreases with increasing heat treatment temperature, and that the relative concentration between free and bridged groups changes with increasing heat treatment temperature. In particular, the OH groups are in the bridge form for temperatures up to 100 °C, the remaining OH groups are mainly in the free form for temperatures higher than 300 °C, and the OH disappears almost completely [16] for temperatures higher than 500 °C. The silanol groups (Si-OH) were reported to burn out completely between 500 and 600 °C [18] with most of the loss occurring around 375 °C [22].

The thermo stability of polyvinylpyrrolidone (PVP) is reported to be up to approximately 450 °C [23–25], while acetylacetone evaporates at 150-250 °C [23]. These two elements are used in the synthesis of the films studied in this work. The first is used as a binder and the second as a catalyst.

PVP is a water-soluble macromolecular compound with strong bonding ability. This polymer is added to the solution in order to create a flexible binder capable of absorbing the stresses generated during heat treatment, resulting in crack-free films [23,26]. PVP molecules bond with the inorganic molecules through a hydrogen bond between the C=O groups, present in the PVP molecules, and a hydrogen termination of the silica clusters in the form of Si-H, Si-OH or Si-CH\textsubscript{3} [24,25].

2.2.3 Mechanical Properties

The values of reduced elastic modulus and hardness published in the literature for sol-gel derived thin films similar to those used in this study are here reported.

Yu et al. [15] investigated the reduced elastic modulus and hardness (measured by a Berkovich indenter) for a series of films heat treated at 450 °C and with various ratios of MTES/TEOS. The
extrapolated values of reduced elastic modulus and hardness for a MTES/TEOS ratio of 1.5 are 5 GPa and 0.5-0.75 GPa, respectively. The values reported here have been extrapolated since the value reported by Yu et al. are for MTES/TEOS ratios equal to 1 and 2. Also, Matsuda et al. [13] evaluated the hardness of sol-gel films prepared with various ratios of MTES/TEOS and various heat treatment temperatures ranging from room temperature up to 600 °C and at holding times of 30 minutes. Since these experiments were conducted using a dynamic ultra-microhardness tester, which uses a different indenter shape and loading speed, the absolute values are not compared to the results reported in this study, described in Chapter 4. All the films exhibited an increase in hardness with increase in heat treatment temperature. It was also observed that films with greater amount of MTES exhibited lower hardness and a slower hardening process with an increase in heat treatment temperature. The hardness was correlated to the presence of hydroxyl (Si-OH) groups, i.e., the lesser the amount of OH groups present, the harder the film. An increase in the molar ratio of precursors having methyl groups (CH$_3$) was found not only to decrease the hardness of the films, but also to decrease the reduced elastic modulus [9,27,28]. An increase in organic components has been shown to have the same effect [28,29].

Films produced with only the TEOS precursor had a measured reduced elastic modulus of 43 GPa and hardness measured using a Berkovich indenter of 2.3 GPa [10]. For comparison, it is reported that the Vickers hardness of silica glass is 635 kg/mm$^2$ (5.8 GPa) [30]. The Vickers and Berkovich indenters have the same area function ($A = f(h)$, where $A$ is the cross sectional area of the indenter and $h$ is the distance of such cross section from the tip of the indenter), thus the two can be compared.

The hardness of sol-gel derived films, produced with an MTES precursor, were studied as a function of heat treatment temperature [16]. One interesting result is the relative increase in hardness, which doubled as the heat treatment temperature increases from 300 to 800 °C. This increase was attributed to the formation of Si-O-Si bonds that result from polymerization of Si-OH bonds and/or burning of CH$_3$ groups.

### 2.2.4 Photoluminescence Spectroscopy

Sol-gel-derived silicate networks have been found to be spectroscopically active and their luminescence emission strongly effected by chemical and physical variables. Chemical variables include the concentration of the interacting species, their ratios, reaction medium (solvent), pH, catalyst, temperature during condensation [31] and presence of organic molecules [32,33]. Physical variables can
include pore size and density [34], aging time [35], surface morphology and roughness [36], nanocrystalline silicon concentration [37], heat treatment temperature [38] and environment [39], and laser excitation power, energy and time of exposure [34, 37, 40, 41].

Luminescence in sol-gel films has been attributed to a delocalized electron-hole recombination process. Han et al. [31] stated that the origin of the luminescence from all types of hybrid sol-gel derived silica is similar, irregardless of how the sol-gel solutions are prepared. Even though the luminescence in sol-gel derived silica gels is not yet well understood, Han et al. [31] have proposed three possible mechanisms: a defect mechanism [34, 42–44], a charge transfer mechanism [40], and a carbon impurity mechanism [35, 41, 45, 46].

The predominant defects in silicate networks, that can be pointed to as a source of luminescence emission, are the oxygen deficiency centers. In the bulk of silica clusters these appear in the form of a neutral oxygen vacancy $\equiv$Si-Si$\equiv$ (2.7 eV) [47], a nonbridging oxygen hole center $\bullet$O-Si$\equiv$O (2.7 eV) [43] and/or twofold coordinated silicon lone pair centers O-Si-O (3.0 eV) [48]. On the surface of the silica clusters, the oxygen deficiency centers appear as OH related surface centers (3.7 eV) [44] and H related surface centers (2.35 eV) [49–51]. Zyubin et al. [51] reported that in order to excite the green photoluminescence emission from H related surface centers in silicon-based nanoscale materials, approximately 3.5 eV energy is required, which corresponds to the direct band gap transition in Si [51]. On the other hand, H related surface centers on silica-based nanoscale materials need a much higher excitation energy, on the order of 4.7-6.4 eV.

A charge transfer mechanism was postulated by Garcia et al. [40], where the charge transfer occurred between the silicon and oxygen atoms in the Si-O bonding. This was supported by the fact that an intense UV excitation was needed to produce a broad emission peak (2.88 eV). Moreover, calculations found that each Si atom had a net charge of +1.649 e and each ligand O atom had a -0.597 e charge. Garcia et al. also recognized that the organic components might play a role in the luminescence process: “the blue emission appears to be related not only to a charge transfer process but also to the presence of organic radicals, which make this process more likely in a way not yet understood [40].”

Carbon impurities, in the carbonyl form, embedded into a silicate network have been believed to be the cause of blue light emission [35, 45, 46]. Defects of these kinds have shown an emission maximum between 450 and 600 nm (2.07-2.76 eV). Green et al. [45] suggested that during heat treatment, some carbon present in the unhydrolyzed precursor’s organic ligands can decompose to create a C substitutional defect for Si. This fourfold C defect can absorb the photon’s energy, which breaks two single-bonded oxygen atoms, resulting in the formation of a double bond with one of the
oxygen atoms and a Si$^+$ and an O$^-$ at the terminations. By the inverse process, light is emitted. Bekiari et al. [41] also attributed the luminescence of silica sol-gel films to carbon impurities. In this case, the individualized emitting centers (C=O groups, 3.15 eV) were localized on the surface of silica clusters. The luminescence emission was seen to be influenced by the size of the silica clusters. In particular, larger clusters are reported to emit at longer wavelengths than smaller clusters.

The luminescence properties of sol-gel films have been studied under a wide range of temperatures. Carbonaro et al. [38] published an article showing the photoluminescence variation on porous silica at low temperature (300 to 8 K). Garica et al. [40] focused on high temperature photoluminescence (from 200$^\circ$C to 800 $^\circ$C). In particular, the blue emission was seen to increase up to 400 $^\circ$C, after this temperature the emission began to decrease and disappeared completely at 800 $^\circ$C. This bleaching effect was also reported by Canham et al. [35]. In the study by Garcia et al. [40], it is mentioned that above 500 $^\circ$C a pyrolytic effect took place in the sample; a color change to a brown tone was observed.

PVP (polyvinylpyrrolidone) was found by Fujihara et al. [22] to exhibit a bluish emission centered at 440 nm. This blue emission band is attributed to radiative relaxation of electrons from LUMO (lowest unoccupied molecular orbital) to HOMO (highest occupied molecular orbital) levels in PVP.

2.2.5 Raman Spectroscopy

Raman spectroscopy is a useful tool to investigate the chemical and structural nature of hybrid sol-gel materials [52]. In particular, this technique has been employed to study the evolution of the siloxane (Si-O-Si) [53], silanol (Si-OH) [53–55] and methylsilane (Si-CH$_3$) [56] groups in silica based sol-gel derived thin films. The modification in intensity and peak position of siloxane bands was found to correlate with the density of hybrid sol-gel films [53].

Carbon clusters with sizes in the 0.2 to 2 $\mu$m range where characterized by confocal Raman spectroscopy [57]. The results showed a clear difference between the particles having a diamond structure (1332 cm$^{-1}$) compared to those particles having a graphite structure (1382 cm$^{-1}$ and 1580 cm$^{-1}$). Thus, Raman spectroscopy can be used to verify the hypothesis of carbon cluster formation in ion irradiated hybrid MTES/TEOS films. Moreover, this technique can be used to investigate the structure type (graphite versus diamond-like carbon) of these clusters.
2.2.6 Ion Irradiation

Ion beams have become an integral part of numerous surface processing schemes and surface modification techniques of solids.

Pivin’s research group [58–60] has analyzed the effects of ion-irradiation on Si-based polymers as an alternative route to heat treating green ceramics. The transformation of Si-based gels to ceramics using ion-irradiation offers several advantages over heat treatment, such as the selective release of hydrogen which allows more compact and harder films while also retaining adherence to the substrate without showing signs of cracking. Concerning the release of hydrogen, the heat treatment process has been reported to affect the entire organic molecule CH$_3$ (i.e., MTES) with consequent loss of C atoms, which in irradiated films can precipitate out in the form of either graphite or diamond-like clusters. Pivin has worked with several different materials such as MTES (methyltriethoxysilane) [60–64], PTES (phenyltriethoxysilane) [62,64], TH (triethoxisilane) [60,64], PCS (polycarbosilane) [61,65], and TEOS (tetraethoxysilane) [60,62]. The irradiations were carried out with a variety of ions including He, Au, Ag, C, Si, Cu, and Xe at different energies (200 keV - 3 MeV) and fluences (1 x 10$^{11}$ - 5 x 10$^{16}$ ions/cm$^2$). Pivin et al. [60–62] observed an increase in hardness and photoluminescence intensity with increasing irradiation fluence. These increases were suggested to be linked to hydrogen radiolysis, which allows the carbon atoms to cluster creating a diamond-like carbon compounds and would explain an increase in hardness. Transmission electron microscopy examination was used to provide direct evidence of carbon cluster formation [60], and Raman spectroscopy experiments showed peaks of diamond as opposed to graphite [60,61].

In other studies, the hardening of polymeric materials having a sp$^2$ carbon structure (graphite) has been linked not to the transformation of the structure toward a rigid sp$^3$ carbon structure (diamond-like) but to the formation of a rigid three-dimensional sp$^2$ carbon bonded network [66]. In the case of ion irradiated PMMA [67], the surface hardening was attributed to the transformation of polymeric materials into hydrogenated amorphous carbon under electron irradiation.

Venkatesan et al. [58] also reported the formation of a diamond-like clusters after ion irradiation, but contrary to Pivin’s work, it was stated that the diamond-like carbon clusters did not play much of a role in the mechanical strengthening. Venkatesan et al. found a cross-linking mechanism to be the cause of the hardness increase. Rangel et al. [68] came to the same conclusion, stating that the increase in hardness of ion irradiated plasma polymer films has been associated with the depletion of H and increase in cross-linking with fluence. In particular, the hardness increased an order of magnitude (up to 4.2 GPa) after He implantation with a fluence of 10$^{21}$ ions/m$^2$. Also, in the same
study [68], a shrinkage of the optical gap and diminution in the electrical resistivity with the increase in fluence was measured.

Concerning the cause of the observed increase in hardness, electronic stopping has been indicated as the primary cause for sol-gel derived Si-based films conversion, and the role of nuclear stopping was found to be minimal [69,70]. Kucheyev et al. [71] observed in a study of ion irradiated polyimide that for a given value of electronic energy loss, irradiation with different ion species results in different values of mechanical properties (including hardness, elastic modulus and tensile strength). The efficiency for increasing the material’s hardness was shown to have an exponential dependence on electronic stopping power.

The variation in hardness and reduced elastic modulus with the indentation depth is shown in the work of Brun et al. [72], and the phenomena was attributed to the gradual loss of the ion’s energy as the ions penetrate the target.

Kumar et al. [63] found experimentally that ion irradiated silica based sol-gel derived films showed an increase in photoluminescence response. The maximum photoluminescence emission intensity occurred when the product of electron stopping power and fluence ($\phi$) was between 4.9 and 8.4 eV/atom. This increase in photoluminescence intensity, along with a red shift, was associated with an increase in carbon cluster size.
Chapter 3

Experimental

3.1 Sol-gel Thin Film Synthesis and Modification

MTES [CH₃Si(OC₂H₅)₃] and TEOS [Si(OC₂H₅)₄] based films were prepared by the sol-gel technique at the Stiftung Institut für Werkstofftechnik (IWT) in Bremen, Germany. The starting solution was composed of 5 mol of ethanol, 1 mol of water, 1 mol of acetic acid, and 0.4 mol of TEOS. Under vigorous stirring, 0.6 mol of MTES was then added to the starting solution drop by drop. The resulting solution was stirred for 10 minutes before adding 0.25 mol of PVP (polyvinylpyrrolidone) [(C₆H₉NO)ₙ] [23, 26]. Finally, the solution was stirred for 30 minutes at 50 °C. The molecular structures of the MTES, TEOS, and PVP are shown in Appendix A.

Spin coating was used to deposit the solution on 50 mm diameter polished silicon wafers. Dip coating was also used in some preliminary work which has been reported elsewhere [73]. After the films were allowed to dry in air for 3-5 minutes, they were heat treated in a pre-heated furnace at temperatures ranging from 300 to 800 °C, and held at constant temperature over time periods ranging from 10 to 60 minutes. Ion irradiation was carried out on films heat treated at 300 °C for 10 minutes and also on films heat treated at 800 °C for 10 minutes. Film thickness measurements were obtained through ball cratering (European Standard ENV 1071-2) [74] and by atomic force microscopy (AFM) using a step-height technique. An estimate of the film density was made using the measured film thickness, the areal dimensions of the film, and the measured weight gain after coating.
Thickness Measurement

The thickness values obtained by ball cratering (European Standard ENV 1072-2) have been shown to agree with the thickness measurements obtained by observations using Scanning Electron Microscopy (SEM) on cleaved films for film thicknesses greater than 1 µm by our collaborators at the IWT. On the contrary, ball cratering was found to be inadequate for the measurement of films with thicknesses less than 1 µm.

In order to improve the ability to measure the thickness of the sol-gel films a step-height measurement was performed. The step on the green ceramic state film was created by scratching the film with a razor blade. The step created was analyzed using Raman Spectroscopy in order to verify that the scratch completely eliminated the sol-gel film from the silicon wafer (Figure 3.1). It was observed that the silicon wafer was not scratched by the blade since the surface of the silicon wafer at the bottom of the step had an rms roughness of 1.5 nm over a scan size of 1 µm², which was comparable to the surface roughness of the uncoated wafer. Nanoindentation experiments were also performed at the bottom of the scratch confirming that it was in fact the silicon substrate having a reduced elastic modulus of 160 GPa and hardness of 11 GPa.

At first, the use of a White Light Interferometer (WLI) was considered for the step-height measurement. This method was discarded since this technique requires knowledge of the refractive index of the hybrid sol-gel film in order to accurately determine the film thickness. Unfortunately this is an unknown and can also vary throughout the thickness of the film, and as well with different processing techniques (heat treatment temperature and holding time, ion irradiation species, energy, fluence, etc.). To overcome this problem, an AFM in tapping mode was employed. The concern with this technique was the limited scan size of this instrument, which is on the order of 70 µm, and thus may be not large enough to include the step generated by the razor blade. It was found that the step created with the razor blade presented a relatively sharp edge, with a lateral dimension on the order of 10 µm and thus created no problems for the AFM step-height measurements. In Figure 3.2 the scratch obtained using a razor blade observed with an optical microscope at a magnification of 40x can be seen. Also, in the same figure, the average step-height and the single section step-height measurement are shown. Recall that each scan is composed by 256 lines, the average step-height is the average of all the 256 section measurements taken in a scan.

The film thicknesses measured by the step-height are reported in Table 3.1, where the maximum and minimum values are the maximum and minimum of five to nine measurements recorded on the full wafer. Every wafer was cleaved into smaller specimens with dimensions of approximately 8 mm
Figure 3.1: Confocal Raman spectra (532 nm excitation) showing that at the bottom of the scratch only the Si-Si (Si wafer) Raman signal is present.
Figure 3.2: Step height measurement performed by AFM.
The thickness of every specimen was measured and the variation in thickness in a single specimen was found to be less than ±20 nm. These specimens were subsequently ion irradiated with different ion species and fluences, and the variation in film thickness was evaluated by measuring the step-height after irradiation took place.

Concerning the spatial variation, the WLI measurements showed the following two features:

1. A background waviness with a peak to valley of approximately 30 nm and a cycle of 400 µm (the sinusoidal waves did not possess a particular orientation)

2. Surface defects - hillocks with height reaching up to 800 nm. From the WLI images it was estimated that those hillocks covered anywhere from 0 to approximately 15% of the scanned area (1.3 mm x 1 mm) - the values reported here are just an estimation. The hillocks were proven by AFM to be artifacts of the interferometry related to the variation of refractive index of the film and not topographical defects. In the possibility that the variation in refractive index could affect the value obtained by nanoindentation, it was decided to perform nanoindentations at 200 µm apart so that the value of reduced elastic modulus and hardness will not be taken all on a region having the same refractive index. Since the error bars, representing the maximum and minimum value obtain in five experiments, in all the results reported in Chapter 4 are very small, the effect of refractive index variation on the mechanical properties is consider negligible.

Table 3.1: Sol-gel film thicknesses measured by AFM step-height.
3.1.1 Ion Irradiation

As an alternative to high temperature heat treatment, ion irradiation was used to convert the deposited gel into a ceramic coating.

Ion irradiation consists of bombarding a target with ions that have been accelerated through a potential of 10 - 100 kV. The fundamental parts of an irradiation system are an ion source, an acceleration column, a mass-separator, and a target chamber.

The interaction of the ion with the target matter causes a loss of energy leading to a lower ion velocity. The loss of energy per distance traveled can be divided in two physical events: the inelastic collisions of the ions with the electromagnetic cloud, i.e., the electrons of the target, also known as the electronic stopping power \( \left( \frac{dE}{dx} \vert_e \right) \); and elastic collisions of the ion with the nucleus of the target atoms, also known as the nuclear stopping power \( \left( \frac{dE}{dx} \vert_n \right) \).

The total energy loss per distance traveled can be expressed as:

\[
\frac{dE}{dx} = \frac{dE}{dx} \vert_e + \frac{dE}{dx} \vert_n
\]

where the subscripts \( e \) and \( n \) refer to electronic and nuclear stopping. The electronic collisions involve a small energy loss for each collision and both the deflection of the ion trajectory and lattice distortion can be considered negligible. The nuclear collisions typically result in larger energy losses than that of the electronic collisions and involve ion trajectory changes and the introduction of lattice disorder. The relative importance of these two losses varies with the energy and mass of the incoming ion along with the atomic number of the target.

The variation in electronic and nuclear stopping power as a function of the penetration depth into the target material is plotted in Figure 3.3 for the case of Si\(^+\) ions, with an incident energy of 100 keV, encountering a 300 °C TEOS/MTES sol-gel derived film with a density of 1.1 g/cm\(^3\).

The penetration depth, also called the projected range of the ions, \( PR \), is determined by the rate of energy loss along the trajectory of the ion (assumed perpendicular to the target surface):

\[
PR = \int_{E_0}^{0} \frac{1}{dE/dx} dE
\]

where \( E_0 \) is the energy of the incident ions (100 keV for the case shown in Figure 3.3). The projected ion range distribution for an amorphous material can be assumed to be Gaussian and thus described by a projected range (mean value) and a straggling (distribution FWHM).

The computer program entitled the Stopping and Range of Ions in Matter (SRIM) developed by Ziegler [75] was used in order to calculate the value of projected range, surface electronic and
Figure 3.3: a) Sketch of the nuclear collision between the incident ion and the nucleus of the target; b) Projected ion range Gaussian distribution; c) Variation in electronic and nuclear stopping power as a function of the penetration depth into the target material. Plot b) and c) are for the case of Si$^+$ ions with an incident energy of 100 keV encountering a 300 °C TEOS/MTES sol-gel derived film with a density of 1.1 g/cm$^3$. 
nuclear stopping power, as well as electronic and nuclear stopping power as a function of projected range.

**Experimental**

Ion irradiation was performed on, 300 °C heat treated sample, using several ions such as H\(^+\), He\(^+\), O\(^+\), N\(^+\), N\(^2+\), Si\(^+\), and Cu\(^2+\), with energies ranging between 30 keV and 2 MeV and fluences ranging between 1 \(\times\) 10\(^{14}\) ions/cm\(^2\) and 1 \(\times\) 10\(^{17}\) ions/cm\(^2\). The projected ion range, the surface electronic and nuclear stopping powers, and the electronic and nuclear energy deposited at the surface were calculated using the Stopping and Range of Ions in Matter (SRIM) computer program developed by Ziegler [75]. The ion beam had an angle of 5 degrees with respect to the normal direction of the target surface.

Ion irradiation was conducted using a 3.2 MV Tandem ion accelerator (MeV beam energy) and an ion implanter (keV beam energy) at the Los Alamos National Laboratory.

### 3.2 Nanoindentation

A method of measuring the surface mechanical properties of materials on submicron length scales has been made possible by the development of instruments that continuously measure force and displacement [76–78]. The mechanical properties can be obtained from the loading [79] or unloading [78,80,81] portion of the force-displacement curve irrespective of the small size of the indentation imprint. In the present work, the Oliver and Pharr method [80] was used for the analysis of the force-displacement data. The steps employed are described below.

The elastic modulus (\(E\)) is the most commonly measured mechanical property along with the hardness (\(H\)). To do so, the unloading data is analyzed according to a model relating the contact area at the peak load to the elastic modulus by considering the deformation of an elastic half space by an elastic punch. The contact area is then estimated from the indenter shape function. Once the contact area is known, it is possible to obtain a separate measurement for \(E\) and \(H\).

The elastic contact problem, of fundamental importance in the analysis procedure, was originally considered in the late 19th century by Boussinesq [82] and Hertz [83]. Boussinesq developed a method based on potential theory for computing the stresses and displacements in an elastic body loaded by a rigid, axisymmetric indenter. The method was used to derive the solutions of several indenter geometries such as cylindrical and conical indenters [84]. Hertz analyzed the problem of elastic contact between two spherical surfaces with different radii and elastic constants. The work of Hertz
was used as a model to remove the assumption of a rigid indenter. Another major contribution was made by Sneddon [85], who derived general relationships between the load, displacement, and contact area for any punch that can be described as a solid of revolution of a smooth function. His results show that the load-displacement relationship for a simple punch geometry can be written as:

\[ P = \alpha h^m \]  (3.3)

where \( P \) is the load applied to the indenter, \( h \) is the elastic displacement of the indenter, and \( \alpha \) and \( m \) are constants where \( m \) depends on the geometry of the indenter.

To consider the plastic effect on the above elastic problem involves dealing with nonlinear constitutive equations and a number of material parameters describing the material behavior. An early experiment of Tabor [86], concerning the shape of the indentation imprint after the elastic recovery of the material, sheds considerable light on the effects of plasticity in indentation. Tabor’s experiments showed that, at least in metals, the imprint left by a spherical indenter is still spherical with a slightly larger radius than the indenter, and the imprint left by a conical indenter is still conical with a larger included tip angle. The significance of these experiments is that since the elastic contact solution exists for several geometries, the ways in which plasticity affects the indentation of elastic unloading data can be dealt with by taking into consideration the shape of the perturbed surface in the elastic analysis. Tabor used this result to relate the elastic modulus to the size of the impression left after indentation. This intuition was further resolved in the early 1970’s, by the work of Bulychev, Alekhin, and Shorshorov who put forth the following equation:

\[ S = \frac{dP}{dh} = \frac{2}{\sqrt{\pi}} E_r \sqrt{A} \]  (3.4)

where \( S = \frac{dP}{dh} \) is the experimentally measured stiffness obtained from the unloading data, \( E_r \) (or \( E^* \)) is the reduced elastic modulus, and \( A \) is the projected area of the elastic contact. The reduced elastic modulus is another result of Tabor’s experiments, and was defined to account for the non-rigidity of the indenter. It is defined as:

\[ \frac{1}{E_r} = \left( \frac{1 - \nu^2}{E} \right) + \left( \frac{1 - \nu_i^2}{E_i} \right) \]  (3.5)

where \( E \) and \( \nu \) are the elastic modulus and Poisson’s ratio for the specimen and \( E_i \) and \( \nu_i \) are the same parameters for the indenter. Equation (3.4) which relates the reduced elastic modulus to the measured stiffness and to the projected area was developed for a conical indenter. It has been shown, however, to apply not only for conical indenters but also for pyramidal indenters as well [87].

To obtain \( E_r \) from Eqn. (3.4), the contact area \( A \) must also be determined. The projected area can be measured optically but, for small dimensions, this is a time consuming and difficult task.
Figure 3.4: Schematic representation of the indenting process showing \( h_c \), contact depth, \( h_{\text{max}} \), maximum depth, and \( h_f \), final depth

To avoid measurement of the imprint, Oliver et al. [88] suggested a simple method to evaluate the projected area based on the load-displacement data and a knowledge of the indenter area function (or shape function), i.e., the cross-sectional area of the indenter as a function of the distance from its tip. This method is based on the assumption that at the peak load the material deforms conformally to the shape of the indenter, as shown in Fig. 3.4 where the behavior of the indenter-surface during indentation is shown. From Fig. 3.4 three depths can be distinguished: \( h_{\text{max}} \), the maximum depth which the indenter reaches at maximum load evaluated from the undeformed surface; \( h_f \), the final depth left once the load is completely removed; and \( h_c \), the contact depth evaluated at the peak load considering the deformation undergone by the surface (curvature of the surface resulting from the elastic response). The maximum and final depths can be easily determined from a typical load-displacement curve obtained by indentation as shown in Fig. 3.5, and then the maximum depth can be used to determine the projected contact area [88]. An improvement of this method was made by considering the contact depth to evaluate the projected area (from now on referred to as the contact area) which is between the maximum and final depth (Fig. 3.5). An empirical method was proposed by Doerner and Nix [78] to evaluate the contact depth based on extrapolating the initial linear portion of the unloading curve to zero load. This empirical method was subsequently modified [80] by considering the initial stage of unloading to be not linear, but to follow a power law of Sneddon type, Eqn. (3.3). This results in a increment of the contact depth towards the maximum depth and the magnitude is a function of \( \varepsilon \), the geometry of the indenter (for example \( \varepsilon = 1 \) for a flat punch and 0.72 for a conical indenter). Once the contact depth is known, the contact area could be determined by the indenter area function. Then, the elastic modulus and the hardness can be
Figure 3.5: Typical load-displacement curve showing: $P_{\text{max}}$, the maximum load, $h_{\text{max}}$, the maximum depth, $h_f$, the final depth, $h_c$, the contact depth which is a function of the indenter geometric constant $\epsilon$, and $S$ the measured stiffness.

evaluated separately, the elastic modulus with Eqn. (3.4), and the hardness from the definition:

$$H = \frac{P_{\text{max}}}{A}$$  \hspace{1cm} (3.6)

The uncertainties resulting from the use of the method described above have been reported elsewhere [89].

**Experimental**

In this study, nanoindentation experiments were performed using a load-controlled commercial nanoindenter. The instrument enables indentation to be performed with maximum loads $< 25 \mu\text{N}$, and $h_{\text{max}} < 5 \text{ nm}$. A Berkovich indenter was used for all the experiments. The geometry of this diamond indenter is a three-sided pyramid with an ideal area function the same as that of a Vickers indenter. The compliance and area function for the Berkovich indenter were obtained following the calibration procedure proposed by Oliver and Pharr [80]. Before each set of experiments,
the instrument and the sample were allowed to thermally equilibrate for 10-12 hours in a thermal enclosure.

Single loading indentations were performed to investigate the reduced elastic modulus and hardness of the films. A loading rate of 50 \( \mu \text{N/ sec} \) was used, with a holding time of either 10 seconds or twice the loading time (depending on which one was greater) at peak load to allow for time dependent effect to diminish. Maximum applied loads ranged from 15 to 10000 \( \mu \text{N} \) which corresponded to maximum depths of 17 to 245 nm. Indentations were performed to a maximum depth of approximately 8 percent of the film thickness, if not otherwise stated, to assure that there was no influence of the substrate on the measured mechanical properties of the film. The rms roughness of all samples was characterized by atomic force microscopy, and found to be less than 3 nm over a 1 \( \mu \text{m}^2 \) scan area. All nanoindentations were performed in darkness and at room temperature. All reported data represent the average of five indentations.

### 3.3 Optical Spectroscopy Techniques

#### 3.3.1 Photoluminescence Spectroscopy

Photoluminescence spectroscopy is a technique that analyzes the re-emission of light resulting from the photo excitation of a material. In particular, a photoluminescence active material is a material that, once optically excited, absorbs the excitation photons creating electron-hole pairs which, after recombining, result in the re-emission of less energetic photons characteristic of the material under study. The description of the instrument used has been described in great detail in previous work by a former colleague, D. Hamby [90].

In this study photoluminescence emission was excited using the 351 nm (3.532 eV) line from an Ar\(^+\) laser with 10 mW power. The experiments were conducted at room temperature and at 4 K. The emitted light collected was dispersed by a 0.5 m monochromator with a 1200 grooves/mm grating, and detected with a liquid N\(_2\) cooled CCD (123 K). The spectral resolution of the system used was 0.55 nm at 630 nm (1.7 meV at 1.97 eV). During the photoluminescence experiments, the laser beam was focused to a 0.4 mm\(^2\) area on the surface of the film. The increase in temperature due to the laser excitation was calculated to be 4 °C, considering a continuous circular heat source on the surface of a semi-infinite medium [82]:

\[
T = \frac{2q_0R}{\pi K}
\]

where \(q_0\) is the heat supply rate (25 mW/mm\(^2\)), \(R\) is the radius of the circular source (0.357 mm),
and $K$ is the conductivity of silica ($1.4 \times 10^{-3}$ W/(mm °C) [91]) assume to be the same as the conductivity of the sol-gel film. For all experiments, the shutter of the monochromator was set at a 100 µm aperture, and the integration time at 1 sec. The acquisition of a spectrum took approximately 3 min. A schematic of the system setup can be seen in Figure 3.6.

### 3.3.2 Confocal Raman Spectroscopy

Raman spectroscopy refers to the study of vibrational and rotational modes of matter by analysis of the inelastic scattered light resulting from exposing the matter to laser light (monochromatic and polarized light).

When laser light interacts with matter some of the light will be reflected and some will be transmitted, as shown in Figure 3.7. Of the transmitted light, some will be absorbed and some will be scattered. Raman spectroscopy is used to analyze the portion of light that is scattered, while photoluminescence spectroscopy deals with photon emission resulting from the absorbed light.

The general Raman effect will be discussed first before focusing on confocal Raman spectroscopy which has been utilized in this study. In confocal Raman spectroscopy the laser light is focused by a microscope objective to its diffraction limit, thus to a spot size on the order of half the wavelength of the laser used (hundreds of nanometers spot size). An advantage of confocal Raman is that scattered light from a small region close to the focal point is collected, allowing for a Raman depth profile of the specimen under study.
Figure 3.7: Processes involved in the interaction of laser light with matter.

Theory - Raman Effect

The Raman effect is a result of the inelastic scattering process involving the interaction of an electromagnetic wave with the vibrational and rotational modes of the system studied. The scattering process of light involves at least two quanta of light interacting at the same time on the light-matter system. The scattered light can be divided into two scattering regimes, elastic (Rayleigh) and inelastic (Raman effect). The elastic scattering, also called Rayleigh scattering, is the most intense process and is characterized by having the scattered quantum energy identical to the incident quantum energy. The efficiency of the elastic scattering is on the order of $10^{-3}$ with respect to incident intensity. In the case of inelastic scattering, the incident and scattered quanta energies are different producing a net change in energy. If the scattered photon is less energetic than the incident one, the scattered light is observed at a lower frequency than that of the excitation photon. This is called Stokes Raman scattering. On the contrary, if the scattered photon is more energetic than the incident one, the scattered light is observed at a higher frequency than that of the excitation photon. This is called anti-Stokes Raman scattering. The efficiency of the Raman effect is less than $10^{-6}$ with respect to incident intensity. The scattering process described above is illustrated in Figure 3.8.

The Stokes shift has a higher intensity with respect to the anti-Stokes shift due to the fact that the population of the less energetic ground states are higher than the more energetic ground states, thus the probability of having a Stokes shift is higher. From a quantum mechanical approach the electron population is higher in lower states obeying Maxwell-Boltzmann statistics [92]:
Figure 3.8: Raman effect and Rayleigh scattering spectrum for an excitation of frequency \( \nu_0 \).

\[
\frac{I_a}{I_s} = \left( \frac{\nu_0 + \Delta \nu}{\nu_0 - \Delta \nu} \right)^4 \exp \left( -\frac{h\Delta \nu}{kT} \right) \tag{3.8}
\]

where \( I_a \) is the intensity of the anti-Stokes Raman, \( I_s \) is the intensity of the Stokes Raman, \( \nu_0 \) is the excitation frequency, \( h \) is Planck’s constant \((6.626 \times 10^{-34} \text{ J} \cdot \text{s})\), \( k \) is the Boltzmann constant \((1.38 \times 10^{-23} \text{ J} \cdot \text{K}^{-1})\), and \( T \) is the absolute temperature. In the case of diamond-like carbon Raman shifts \( \Delta \nu = 4 \times 10^{13} \text{ Hz} \) excited at room temperature \((T = 293 \text{ K})\) with a Nd:YAG at 532 nm wavelength \((\nu_0 = 5.64 \times 10^{14} \text{ Hz})\) the ratio \( I_a/I_s \) is equal to \( 1.4 \times 10^{-3} \).

Raman spectra are commonly represented as intensity versus relative wavenumber and not frequency, as shown in Figure 3.8. The wavenumber \( (\bar{\nu}) \) unit is \( \text{cm}^{-1} \) and it is obtained from the frequency \( (\nu) \) using the following equation:

\[
\bar{\nu} = \nu \frac{c}{\lambda} = \frac{1}{\lambda}
\tag{3.9}
\]

where \( c \) is the speed of light and \( \lambda \) the quantum wavelength. “Relative” wavenumber refers to the difference between the absolute wavenumber of the incident and scattered quanta.

The scattering process, annihilation and creation of photons at the same time, can also be described using the electron energy states by the introduction of “virtual” states is shown in Figure 3.9. The virtual states are imaginary states of the molecule under analysis to which an electron is excited.
Figure 3.9: Raman effect and Rayleigh scattering mechanism. a) Rayleigh, b) Stokes, c) anti-Stokes

to by the incident photon. The excited electron cannot station on the virtual state but immediately
falls to a ground electronic state and thus a photon is generated. As mentioned previously, if the
incident photon has the same energy of the created one the process is a Rayleigh process, while if
the two photons are of different energies the process is known as the Raman effect.

Instrument

The main components of a Raman set-up are an excitation source, a diffraction grating (used to
disperse the scattered light) and a detection system (used to quantify the intensity of the dispersed
photon energies).

The excitation source must be monochromatic light, thus a laser is ideal. The wavelength of the
laser used does not influence the Raman spectra of the matter under study, but it does play a role in
the Raman efficiency. Specifically, a higher energy laser has a higher efficiency than a lower energy
laser. Luminescence activity of the specimen under study is a very important aspect to consider in
the choice of the laser energy used in Raman experiments. Luminescence emission is a process with
an efficiency on the order of $10^3$ greater than the Raman effect. In the case of a luminescence active
material, the laser wavelength has to be chosen carefully in order to limit the luminescence activity.
In particular, high wavelength quanta have less probability to be absorbed by the matter, thus less
probability of luminescence activity (Figure 3.9).

The laser source used in this study was a 532 nm frequency doubled Nd:YAG laser with a power
of 70 mW. The laser light is directed to the microscope objective using a 100 μm diameter optical
fiber. The maximum laser power at the sample that can be obtained was measured to be 5 mW.
The spot size at the focal plane has been estimated to be 380 nm using a 100x objective lens with a numerical aperture of 0.90 using the following equation:

\[ D \approx \frac{2\lambda}{n\pi NA} \]  

(3.10)

where \( D \) is the spot size at the focal plane, \( \lambda \) is the wavelength of the laser source, \( n \) the refraction index of the immersion medium (air), and \( NA \) is the numerical aperture of the microscope objective.

The commercial monochromator used in this study has a focal length of 300 mm and an aperture ratio of 1/3.9 with respect to the focal length. The monochromator used contained three gratings, all blazed at 500 nm, 150, 600, and 1800 grooves per mm, mounted on a rotating turret (providing the possibility to select the grating without opening the monochromator). The aspheric mirrors possessed an 88 - 90 % reflectance at 200 nm.

The detector used is a charged-coupled device (CCD) thermoelectrically cooled to 200 K with a quantum efficiency peak of 94 % at 750 nm and a quantum efficiency of 65 % at 500 nm. The detector resolution at 500 nm, based on the technical specifications provided by the monochromator manufacturer, are 0.033 nm (1800 grooves/mm), 0.126 nm (600 grooves/mm), and 0.530 nm (150 grooves/mm) for the different gratings. The detector resolution (also called Band-Pass, \( BP \)) can also be calculated using the following approximate equation:

\[ BP \approx \frac{\text{slit width} \times \text{groove width}}{\text{monochromator focal length}} \]  

(3.11)

where the \( \text{slit width} \) is the larger between the entrance and exit monochromator slit. The entrance slit is the diameter of the optical fiber used (three choices available for this study: 25, 50, and 100 \( \mu \text{m} \)) and the exit slit is the width of a CCD pixel, 26.6 \( \mu \text{m} \). The \( \text{groove width} \) depends on the grating used, and can be either 1/150 mm, 1/600 mm, or 1/1800 mm. The \( \text{focal length} \) of the monochromator used is 300 mm. Thus, \( BP \) is equal to 0.049 nm for a 25 \( \mu \text{m} \) fiber and a 1/1800 mm \( \text{groove width} \), and equal to 2.22 nm for a 100 \( \mu \text{m} \) fiber and a 1/150 mm \( \text{groove width} \).

The detector resolution is the minimal discrete energy quanta (wavelength) that can be resolved by the detection system. This quantity depends mainly on the number of grooves per mm of the grating used and the distance between the grating, and the detector (monochromator focal length); as can be seen in equation 3.11.

One should notice that an increase in detector resolution, or the ability to resolve narrower peaks and peak center positions with greater accuracy, results in a decrease in collection efficiency of the monochromator. The collection efficiency is directly proportional to the optical fiber diameter used.
Figure 3.10: Collection efficiency as a function of the pinhole size (optical fiber diameter) in optical coordinates $\nu_p$, figure taken from the WiTec Raman microscope manual.

to connect the collection objective to the monochromator, i.e., a smaller fiber results in less efficient collection as can be observed in Figure 3.10. In this figure, the CCD collection efficiency as a function of the pinhole size in optical coordinates is reported. The pinhole size in optical coordinates can be calculated with the following equation:

$$\nu_p = \frac{\pi}{\lambda} d_0 \frac{NA}{O_m}$$ (3.12)

where $\nu_p$ is the pinhole size in optical coordinates, $\lambda$ is the laser wavelength (532.2 nm), $d_0$ is the optical fiber diameter, $NA$ is the objective numerical aperture, and $O_m$ is the objective magnification.

**Experimental**

Confocal Raman spectroscopy was performed using a commercial Raman microscope manufactured by WiTec. The excitation source used was a 532 nm wavelength Nd:YAG laser with a power at the surface of approximately 3-5 mW. The laser light was focused on the surface of the specimen using a 100x microscope objective with a 0.9 numerical aperture. A portion of the scattered light was collected from the same objective (reflection mode) and dispersed using a 300 mm focal length monochromator and a grating of choice between 150, 600, and 1800 grooves/mm. The dispersed
light was detected with a thermoelectrically cooled CCD camera (200 K).

3.4 Supporting Techniques

3.4.1 Elastic Recoil Detection

Elastic Recoil Detection (ERD) was performed using 3 MeV $^4\text{He}^+$ ions to measure the changes in H concentration due to the ion irradiation. A 14 µm thick Mylar film was placed in front of the detector to block the forward-scattered $^4\text{He}^+$ ions.

ERD experiments were conducted using a 3.2 MV Tandem ion accelerator (MeV beam energies) in the Ion Beam Materials Laboratory (IBML) at Los Alamos National Laboratory.

3.4.2 X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS) experiments were conducted at the IWT in Bremen, Germany, using a commercial VG Escalab 200i-XL instrument. XPS was used to provide further information on changes in the chemical composition of the films caused by heat treatment and ion irradiation. In particular, the C, O, and Si atomic percentage contents of the films were evaluated. Possible impurities on the surface of the hybrid silica films were removed by sputtering prior to the XPS experiments. The sputtering was performed using a 3 mW Ar$^+$ ion beam, which removed the top 3 to 10 nm of the surface in a 3 x 4 mm$^2$ area. XPS was performed using a Mg-Kα X-ray source at 1253.6 eV and 300 W power.

The XPS data was analyzed using software written by Kwok [93]. The data were translated so that the C1s peak was centered at 285.0 eV for all the spectra obtained [94].
Chapter 4

Results and Discussion

This chapter is centered on the effects of ion irradiation on the surface mechanical behavior of hybrid organic/inorganic modified silicate thin films. All films analyzed were synthesized by sol-gel processing from tetraethoxysilane (TEOS) and methyltriethoxysilane (MTES) precursors and spin-coated onto (100) Si substrates.

This chapter is divided into five sections, the first of which compares the two modification techniques used to convert the sol-gel films from a polymeric material to a ceramic type material: heat treatment versus ion irradiation [95]. The other four sections focus on the ion irradiation process, and in particular they are centered on: 1) the characterization of the surface mechanical properties as a function of the ion projected range and fluence; 2) the effect of electronic and nuclear stopping power, as well as the effect of the surface deposited electronic energy on the mechanical properties; 3) the investigation of the causes and the structural changes undergone by the hardened films; 4) the design of a model describing the ion irradiation hardening, based on a rain-drop type model.

A comparison of the surface mechanical properties, chemical composition, and photoluminescence response was made of films which were heat treated at temperatures ranging from 300 °C to 800 °C and films which were first heat treated at 300 °C and subsequently ion irradiated. The films ion irradiated presented higher values of hardness and reduced elastic modulus (Equation 3.5) with respect to the heat treated films. In particular, both reduced elastic modulus and hardness are seen to increase monotonically with the increase in ion irradiation fluence, with a maximum hardness of 7.7 GPa (19 fold increase with respect to the unirradiated film hardness of 0.4 GPa) and reduced elastic modulus of 84.0 GPa (12 fold increase with respect to the unirradiated film reduced elastic modulus of 7.1 GPa).
The effect of the electronic versus nuclear stopping power and thus inelastic versus elastic ion collisions has been investigated. The electronic stopping has been found to be principally responsible for the film hardening, while the role of nuclear stopping is minimal. Moreover, a linear dependence of hardness with electric stopping power at constant electronic energy deposited to the surface was observed.

The causes of the ion irradiation hardening effect have been investigated. The increase in mechanical properties of hybrid sol-gel films following ion irradiation is thought to be linked to structural changes. Ion irradiation results in a cross-linked silica film as well as the segregation of carbon clusters, both of which contributed to increase the mechanical properties of the films. But neither could explain in full the observed 19 fold increase in hardness.

A model describing the hardening effect of ion irradiated films is presented. Knowing that the hardening process is dependent upon the ion irradiated species, this model characterizes the hardening effectiveness of the ion considering two parameters: the constant hardening cross-section and the hardening coefficient. The constant hardening cross-section represents the cross-sectional area hardened by the interaction of an ion with the target material, and the hardening coefficient represents an index of the cross-sectional area gradient as a function of fluence. The hardening cross-section is considered to vary with fluence, since the hardness of the target material was observed to change with fluence.

### 4.1 Heat Treatment vs. Ion Irradiation

Hybrid organic/inorganic modified silicate thin films were synthesized by sol-gel processing from tetraethoxysilane (TEOS) and methyltriethoxysilane (MTES) precursors and spin-coated onto (100) Si substrates. A comparison was made between films which were heat treated at temperatures ranging from 300 °C to 800 °C and a film which was first heat treated at 300 °C and subsequently irradiated using 2 MeV He\(^{+}\) ions with a fluence of 3 x 10\(^{15}\) ions/cm\(^2\). Nanoindentation was used to measure the hardness and reduced elastic modulus, both of which exhibited an order of magnitude increase after irradiation. The increase in hardness and reduced elastic modulus of the irradiated film was accompanied by a 50 percent reduction in H concentration. X-ray photoelectron spectroscopy (XPS) was employed to examine the changes in C, O and Si composition resulting from heat treatment and ion irradiation. Photoluminescence spectroscopy was used to examine the sol-gel photon emission with a laser excitation of 351 nm (3.53 eV). Increasing the heat treatment temperature and holding time led to a decrease in emission intensity; the same behavior was observed for the ion
Figure 4.1: Hardness and reduced elastic modulus obtained by nanoindentation for the heat treated and ion irradiated films. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

### 4.1.1 Surface Mechanical Properties

The effect of heat treatment temperature on the hardness and reduced elastic modulus (E<sub>r</sub>) of the films is shown in Figure 4.1. Both hardness and E<sub>r</sub> are seen to increase with increasing heat treatment temperature from 300 °C to 800 °C. Also shown in Figure 4.1 are the results for the film which was heat treated at 300 °C and then subjected to ion irradiation. Both hardness and E<sub>r</sub> were observed to increase an order of magnitude over the unirradiated film from 0.16 to 1.93 GPa and 2.5 to 21.9 GPa respectively. In addition, the values for hardness and E<sub>r</sub> for the irradiated film were found to be substantially higher than for the film heat treated at the highest temperature studied (800 °C). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

The observed increase in hardness and E<sub>r</sub> of the irradiated film is linked to a decrease in H concentration in the film. Elastic Recoil Detection (ERD) showed a loss in H concentration of 50 percent after ion irradiation. This decrease in H concentration is consistent with previously
reported results for several other ion irradiated hybrid sol-gel and inorganic polymer films [59, 60]. The presence of excess H in the film prior to irradiation is due to the organic components Si-CH₃ and PVP (both rich in C-H bonds). These organic components persist in films heat treated at 300 °C since they are thermally stable up to 400-450 °C [20, 21, 25]. Although studies of H loss occurring in ion irradiated organic polymers have been previously reported [59], the governing mechanism is still under debate [60].

In addition to the increase in both hardness and $E_r$, the irradiated film showed no signs of cracking or delamination. In contrast, films heat treated at 400 °C were found to exhibit numerous cracks on the surface, which led to the delamination of the film from the substrate. As a result, nanoindentation could not be performed on these films. For films heat treated at the higher temperatures of 600 °C and 800 °C, there were no signs of delamination. The cause of the delamination observed for the film heat treated at 400 °C may be related to the film being held at a temperature close to the thermal stability limit of the organic components. Both heat treated and irradiated films were found to exhibit low roughnesses as measured with atomic force microscopy, with rms values ranging from 1.1 nm to 2.6 nm over a scan size of 1 µm x 1 µm for films heat treated at 300 °C and 800 °C respectively. The surface roughness was found not to change after ion irradiation. Both heat treatment and ion irradiation resulted in film shrinkage. Heat treatment at 800 °C resulted in an 80 percent decrease in film thickness, measured by ball cratering, from that measured for the 300 °C heat treated film. However, after ion irradiation only a 20 percent decrease was observed.

### 4.1.2 Chemical Composition

XPS was used to provide further information on changes in the chemical composition of the films caused by heat treatment and ion irradiation. The XPS spectra indicate that in addition to the H content discussed above, C, O, and Si are the principal elements present in both the heat treated and ion irradiated films. The results obtained for the atomic percentage of C and O, normalized by the atomic percentage of Si, are shown in Figure 4.2 [95]. For the heat treated films, the atomic ratio of O/Si is seen to increase from 1.4 to 1.8 for heat treatment temperatures from 300 °C to 800 °C, with this ratio increasing from 1.4 to 1.7 for the ion irradiated film. These changes are consistent with the evolution toward silica based films. Also as shown in Figure 4.2, the atomic ratio of C/Si is observed to decrease with increasing heat treatment temperature. Since both Si-CH₃ and PVP are thermally stable up to 400 - 450 °C [20, 21, 25], we expect that for hybrid MTES/TEOS films heat treated at 300 °C the C bonds present are C-H and C-Si, which are both present in the Si-CH₃
organic component introduced by MTES (CH\textsubscript{3}-Si-(OC\textsubscript{2}H\textsubscript{5})\textsubscript{3}), and C-H and C-N, which are present in the polyvinylpyrrolidone (PVP) molecule. The atomic ratio of C/Si for films heat treated at 600 °C and higher, shows a significant reduction, which is consistent with the thermal decomposition of the Si-CH\textsubscript{3} and PVP organic components. For the ion irradiated film, the atomic ratio of C/Si shows little change from that prior to irradiation. This result suggests different decomposition kinetics of the organic components by ion irradiation when compared to the heat treatment process. That the C atoms are still present in the film after ion irradiation and that the film experiences a drastic loss of H suggest a selective release of H due to ion irradiation and the possibility of C precipitation in the form of clusters, as has been reported by Pivin et al. [62,96].

### 4.1.3 Photoluminescence Activity

Changes in photoluminescence response of the hybrid sol-gel films with respect to the heat treatment temperature, holding time, and ion irradiation were investigated. The photoluminescence spectra as a function of heat treatment temperature are shown in Figure 4.3. The luminescence response is found to be more intense in the sample heat treated at 300 °C, where a broad peak (FWHM 100 nm) centered at 510 nm (2.43 eV) and two sharper peaks centered at 445 nm (2.79 eV) and
470 nm (2.64 eV) were observed. When the films were heat treated at a higher temperature, the luminescence intensity decreased by a factor of approximately 30.

A possible explanation, for the 445 nm emission peak observed for the films heat treated at 300 °C, is the presence of organic components, in particular PVP molecules. PVP molecules were found to exhibit a bluish emission centered at 430-440 nm by Fujihara et al. [22] and Manzoor et al. [97]. This blue emission band is attributed to the radiative relaxation of electrons from LUMO (lowest unoccupied molecular orbital) to HOMO (highest occupied molecular orbital) levels in PVP. The existence of defects like nonbridging oxygen hole centers (≡Si-O•) [43] (where ≡Si represents 3 Si-O bonds) or oxygen vacancy centers (≡Si•) [47], in the films can be related to the 470 nm peak observed. These defects were reported to present luminescence emission around 460 nm (2.7 eV). Hydrogen atoms can block some of these defects, forming hydrogen related species (≡Si-H and ≡Si-OH) [49] on the surface of silica clusters. Hydroxyl groups are also present as a result of incomplete hydrolysis during film synthesis. Hydrogen surface centers can be associated with the luminescence emission at 510 nm (2.43 eV). That the luminescence emission is completely quenched after a 50% H reduction, as in the case of the ion irradiated film, is consistent with this hypothesis.

All the emission peaks observed for the hybrid sol-gel films heat treated at 300 °C disappeared at higher heat treatment temperature. This is consistent with PVP being thermally stable up to
Figure 4.4: Photoluminescence spectra versus heat treatment holding time at 300 °C.

400 °C [23], and the silanol group (Si-OH) drastically decreases in quantity at 375 °C [22].

The changes in photoluminescence spectra as a function of the holding time at 300 °C were also measured. The holding time was varied from 5 to 60 minutes. With increasing holding time, more PVP molecules and OH groups are expected to accumulate enough energy to escape from the film. The decrease in PVP and OH content results in an increase in hardness and a decrease in luminescence intensity. The photoluminescence spectra are shown in Figure 4.4. The luminescence intensity of the peak centered at 445 nm wavelength, generated by PVP, increases going from 5 to 10 minutes holding time (unclear at this point what causes this increase), thence decreases (expected) for holding times greater than 10 minutes. This peak disappears after a 60 minute holding time at 300 °C, suggesting a burn out of the PVP molecules. The broad emission peak centered at 510 nm (associated with the OH group) for the film heat treated at 300 °C for 10 minutes is also observed to decrease in intensity as holding time increases. This peak presents an interesting and unexpected energy shift toward a higher wavelength with increasing holding time, moving from 490 nm to 590 nm wavelength. This red shift could be caused by the condensation constraint on the OH groups [98,99].

The effect of ion irradiation on the hybrid sol-gel photoluminescence response was investigated for a film irradiated using 2 MeV He\(^+\) ions with a fluence of $3 \times 10^{15}$ ions/cm\(^2\). The ion irradiated
Figure 4.5: Photoluminescence spectra of sol-gel films unirradiated and ion irradiated with 100 keV Si$^+$ ions with fluence ranging from $1 \times 10^{14}$ to $3 \times 10^{16}$ ions/cm$^2$.

The film did not exhibit any photoluminescence emission. This behavior is similar to the films heat treated at high temperatures, Figure 4.3.

Based on the results obtained for the heat treated films, the presence of silane groups and PVP molecules has been tied to low values of mechanical properties. Therefore, increasing the fluence, which was observed to decrease the H concentration, is expected to result in a decrease in OH concentration and thus an increase in hardness and a decrease in the luminescence intensity of the 445 and 510 nm peaks. The variation of the surface mechanical properties with respect to the ion irradiation fluence is described in Section 4.2. The variation on the photoluminescence response with ion irradiation fluence is reported here.

The relation between the oxygen defects (nonbridging oxygen and oxygen vacancy) and the emission centered at 470 nm has been examined by irradiating Si$^+$ and O$^-$ into a film previously heat treated at 300 °C for 10 minutes. Theoretically it is thought that Si$^+$ ion irradiation might result in a decrease in the number of nonbridging oxygen defects ($\equiv$Si-O$\bullet$) since Si and O ions easily react due to a negative recombination energy between them [100]. For the same reason, O$^+$ ion irradiation has the capability of decreasing an eventual presence of oxygen vacancy defects ($\equiv$Si$\bullet$). Thus, Si and O implantation experiments have been designed to target the luminescence emission centered at 470 nm, with the possibility of discriminating between these two types of luminescence centers.
The variation in photoluminescence response due to Si$^+$ and O$^+$ irradiations at different fluences are shown in Figures 4.5 and 4.6, respectively. Even though these experiments could not clarify the effect of nonbridging oxygen/oxygen vacancy defects, as theoretically explained above, they allowed the reporting of some observations on the effect of ion irradiation on the photoluminescence response of hybrid silica based sol-gel films. For both irradiation species, the specimens irradiated with a fluence of $1 \times 10^{14}$ ions/cm$^2$ showed an increase in the luminescence emission intensity. For higher fluences, both irradiation species caused a decrease in the luminescence emission intensity. This observation is in agreement with a study conducted by Kumar et al. [63], in which a maximum in the luminescence intensity as a function of irradiation fluence was observed. Kumar et al. observed the maximum intensity to correspond to an electronic energy deposited at the surface between 4.9 and 8.4 eV/atom. For the ion irradiation performed in this study, the maximum is observed for a fluence of $1 \times 10^{14}$ ions/cm$^2$ corresponding to an electronic energy deposited of 4.8 and 4.2 eV/atom for Si$^+$ and O$^+$ ions respectively. For the fact that the lowest fluence performed was $1 \times 10^{14}$ ions/cm$^2$ and that for a fluence of $1 \times 10^{15}$ ions/cm$^2$ the electronic energy loss at the surface corresponds to 48 and 42 eV/atom respectively, the reported maximum has to be taken as a qualitative value since more data points between these two values are needed to determine more accurately the electronic energy deposited corresponding to the maximum emission intensity.
ERD measurements showed a monotonic increase in hydrogen loss for both irradiation species (Figure 4.7). The decrease in H, and consequently of OH groups, can explain the quenching effect with increasing ion irradiation fluence. As a reminder, the concentration of OH groups has been linked to the intensity of broad emission centered at 510 nm. What remains to be understood is the presence of a maximum in the emission intensity, while the hydrogen loss increases monotonically. Kumar et al. [63] believe that the maximum in luminescence emission intensity is attributed to the formation of carbon clusters, although no evidence of this was found in this study.

4.2 Effects of Ion Irradiation on the Surface Mechanical Properties

The modification of hybrid TEOS/MTES sol-gel films by ion irradiation is shown to be more efficient than the heat treatment process in the conversion of the polymer sol into ceramic type coatings. Both reduced elastic modulus and hardness are seen to increase monotonically with the increase in ion irradiation fluence, with a maximum hardness of 7.7 GPa (19 fold increase with respect to the
unirradiated film hardness of 0.4 GPa) and reduced elastic modulus of 84.0 GPa (12 fold increase with respect to the unirradiated film reduced elastic modulus of 7.1 GPa)

All films characterized are hybrid modified silicate thin films, based on a combination of TEOS and MTES precursors, synthesized by sol-gel processing and applied to Si substrates by spin coating. The films thicknesses ranged from 600 nm to 3.0 µm. The film thickness was obtained by ball cratering (European Standard ENV 1072-2) for films thicker than 1 µm and by AFM step height measurement for films thinner than 1 µm. Using the measured film thickness, the dimensions of the film, and the measured weight gain after coating, the film density for unirradiated films was estimated to be 1.1 g/cm³. Concerning the chemical composition, after the 300 °C heat treatment in addition to the H present, XPS identified the presence of carbon, oxygen, and silicon with relative atomic ratio C/Si equal to 2.29 and O/Si equal to 1.48 (48 at.% C, 31 at.% O, and 21 at.% Si). The concentration of C, O, and Si will be reposted as a ratio with respect to the at.% of Si since the concentration of H is not known. Recall that the XPS measurements do not allow for determining the atomic percent of H, which was estimated to be approximately 40 at.% by Rutherford Back Scattering measurements.

Before nanoindentation was performed, the surface roughness of all the films was characterized by atomic force microscopy and found to range from 1 to 3 nm rms over a scan size of 1 µm². Contrary to similar films which had been heat treated [95], the irradiated films showed no signs of cracking or delamination.

In all the experiments performed, the sol-gel films modified by ion irradiation exhibited the same trend for the hardness and reduced elastic modulus as can be observed in Figure 4.8. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained. Both reduced elastic modulus and hardness increased at constant normalized contact depth (contact depth divided by film thickness, h_c/t) following irradiation.

Initially, this study investigated the effect of ion irradiation on the mechanical behavior of sol-gel film having a thickness of 3 µm (PR/t < 1), Figure 4.9 a). Since these specimens exhibited both reduced elastic modulus and hardness values decreasing with increasing indentation penetration depth, it was postulated that this were affected by the presence of a soft sol-gel layer underneath the hard irradiated film. For this reason, thinner films were produced so that the ratio PR/t was kept greater than 1 for all the ion species investigated producing fully irradiated coatings, Figure 4.9 b).
Figure 4.8: Hardness versus reduced elastic modulus for 125 keV H$^+$ irradiated sol-gel films with fluences ranging from $1 \times 10^{14}$ and $5 \times 10^{16}$ ions/cm$^2$. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

4.2.1 Preliminary Ion Irradiation

Ion irradiation was carried out at room temperature using 100 keV Si$^+$, O$^+$ and N$^+$ ions with fluences ranging from $1 \times 10^{14}$ to $3 \times 10^{16}$ ions/cm$^2$ for Si$^+$ and $3 \times 10^{16}$ ions/cm$^2$ for O$^+$ and N$^+$. The beam current was adjusted for all ions to be approximately 0.4 $\mu$A/cm$^2$.

The effect of ion irradiation on both the near-surface hardness and reduced elastic modulus was investigated [101]. Table 4.1 lists the incident ion energy and fluences used for the three ions considered. Also shown are the values for the film thickness prior to ion irradiation and values for the projected ion range and both the surface electronic and nuclear stopping powers at the surface calculated using SRIM (Stopping and Range of Ions in Matter) [75]. All three ions are seen to have approximately equal electronic stopping power at the surface, however for the case of Si$^+$ the nuclear stopping power is substantially greater than for O$^+$ and N$^+$ and is comparable to its electronic stopping power.

The effect of fluence on the hardness-depth profiles of the films irradiated with Si$^+$ is shown in Figure 4.10. Also shown is the hardness-depth profile of an unirradiated film. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained. At depths above 50 nm, the error bars are barely visible. A monotonic increase in
Figure 4.9: Sketch showing the ion distribution (projected range) calculated with SRIM for a) 3 µm thick film irradiated with 100 keV N⁺ ion and b) 600 nm thick film irradiated with 250 keV N²⁺ ion.

<table>
<thead>
<tr>
<th>Ion Irradiation</th>
<th>Si⁺</th>
<th>O⁺</th>
<th>N⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion Beam Energy (keV)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Fluence (1e15 ions/cm²)</td>
<td>0.1 - 30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Projected Range (nm)</td>
<td>260</td>
<td>446</td>
<td>469</td>
</tr>
<tr>
<td>Film Thickness (nm)</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td>(\frac{dE}{dx}_c) (eV/Å)</td>
<td>19.3</td>
<td>16.7</td>
<td>17.8</td>
</tr>
<tr>
<td>(\frac{dE}{dx}_n) (eV/Å)</td>
<td>15.3</td>
<td>4.6</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 4.1: Ion irradiation data for a 3 µm thick film.
Figure 4.10: Hardness-depth profiles obtained by nanoindentation of the films irradiated with 100 keV Si⁺ ions at fluences ranging from $1 \times 10^{14}$ to $3 \times 10^{16}$ ions/cm². All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
hardness at a given depth is observed with increasing fluence. At the near surface, the hardness of the film irradiated with the highest fluence increased an order of magnitude over that of the unirradiated film. The observation of increased hardness (and reduced elastic modulus) with increased ion fluence is consistent with other recent studies on the ion irradiation of polymers [102, 103]. The measured hardness profiles represent the convolution of several effects. The first is the indentation size effect, where a variety of materials have been shown to exhibit an increased hardness at the surface with respect to the bulk [104]. A slight increase in hardness at the surface is observed for the unirradiated film and it is possible that this indentation size effect increases as the film transforms towards a ceramic with increasing fluences. The second effect is the increased hardness due to the irradiation of the film and the possible depth effect resulting from changes in the energy deposited at a given depth (Figure 3.3). In the first 100 nm, the electronic stopping decreases by about 20 % and nuclear stopping increases by about the same amount. Lastly, at increasing depths the softer unirradiated layer below begins to affect the measured hardness. It is generally accepted [105] that this effect is not present for indentation depths less than 10 % of the layer thickness. Recall from Table 4.1 that the projected ion ranges were calculated to be 260 nm for Si$^+$ irradiation, 446 nm for O$^+$ irradiation, and 469 nm for N$^+$ irradiation. The reduced elastic modulus was also measured and was found to exhibit a similar depth dependence and a 3.5 fold increase (5.2 to 18.1 GPa) with increased fluence at a contact depth of 25 nm (Figure 4.11).

Figures 4.12 and 4.13 show the hardness and reduced elastic modulus depth profiles obtained for irradiations performed with Si$^+$, O$^+$ and N$^+$ with a fluence of $3 \times 10^{16}$ ions/cm$^2$. Results for an unirradiated film are also shown. No observable differences in either hardness or reduced elastic modulus can be seen for the three different ions used. Recall that all three ions have about the same electronic stopping power, whereas Si$^+$ has a significantly higher value for nuclear stopping power which was also comparable to its value for electronic stopping. These results suggest that electronic stopping is principally responsible for the film conversion, and that the role of nuclear stopping is minimal. This observation is consistent with the results of Pivin et al. [70] in a 2005 study of sol-gel derived Si-based films.

The results of ERD indicated that the observed increase in hardness and reduced elastic modulus of the irradiated films is linked to a decrease in H concentration in the film, as shown in Figure 4.14. It was found that corresponding to the increase in hardness with increasing fluence, as shown in Figure 4.10, there was a monotonic increase in H loss at the surface from about 7 to 61 %. For the results shown in Figures 4.12 and 4.13, H loss at the surface was between 61-68 % for the three irradiations. This lower level of H concentration is consistent with previously reported results for
Figure 4.11: Reduced elastic modulus-depth profiles obtained by nanoindentation of the films irradiated with 100 keV Si\(^+\) ions at fluences ranging from 1 \(\times\) 10\(^{14}\) to 3 \(\times\) 10\(^{16}\) ions/cm\(^2\). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

Figure 4.12: Hardness-depth profiles obtained by nanoindentation for films irradiated with 100 keV Si\(^+\), O\(^+\), and N\(^+\) ions at a fluence of 3 \(\times\) 10\(^{16}\) ions/cm\(^2\). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
4.2.2 Fully Ion Irradiated Films

Ion irradiation was carried out at room temperature using 125 keV H$^+$ and 250 keV N$_2^+$ ions with fluences ranging from $1 \times 10^{14}$ to $5 \times 10^{16}$ ions/cm$^2$ for H$^+$ and $1 \times 10^{15}$ to $5 \times 10^{16}$ ions/cm$^2$ for N$_2^+$. The beam current was adjusted for all ions to be approximately 30 $\mu$A/cm$^2$.

The effect of fluence on the hardness-depth profiles of the films irradiated with H$^+$ is shown in Figure 4.15. The hardness is plotted as a function of the normalized contact depth, defined as the
Figure 4.14: Hydrogen loss and hardness as a function of the ion fluence for Si$^+$, O$^+$, and N$^+$ irradiation.

<table>
<thead>
<tr>
<th>Ion Irradiation</th>
<th>H$^+$</th>
<th>N$^{2+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion Beam Energy (keV)</td>
<td>125</td>
<td>250</td>
</tr>
<tr>
<td>Fluence (1e15 ions/cm$^2$)</td>
<td>0.1 - 50</td>
<td>1 - 50</td>
</tr>
<tr>
<td>Projected Range (nm)</td>
<td>2070</td>
<td>1060</td>
</tr>
<tr>
<td>Film Thickness (nm)</td>
<td>600 ± 30</td>
<td>620 ± 30</td>
</tr>
<tr>
<td>$(dE/dx)_e$ (eV/Å)</td>
<td>6.4</td>
<td>24.9</td>
</tr>
<tr>
<td>$(dE/dx)_n$ (eV/Å)</td>
<td>0.009</td>
<td>1.86</td>
</tr>
</tbody>
</table>

Table 4.2: Ion Irradiation data for 300 °C sol-gel film having a thickness ranging from 600 to 660 nm.
Figure 4.15: Hardness-depth profiles obtained by nanoindentation of the films irradiated with 125 keV H\(^+\) ions at fluences ranging from \(1 \times 10^{14}\) to \(5 \times 10^{16}\) ions/cm\(^2\). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

The ratio between the contact depth and the film thickness. The normalized contact depth allows the comparison of the mechanical properties and hardnesses of films with different thicknesses. The thickness variations result from an increase in film shrinkage with increasing of ion fluence. Also in the same figure the hardness as a function of the contact depth is plotted; this plot helps to relate this data to the implanted results (Figure 4.10). In particular, it can be observed that in the first 100 nm the hardness of the ion (N\(^+\)) implanted films drops nearly 75 %, while for the ion (N\(^{2+}\)) irradiated films the hardness drops less than 10 %. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained. A monotonic increase in hardness is observed with increasing fluence. The hardness of the film irradiated with the highest fluence increased an order of magnitude over that of the unirradiated film. The hardness has been observed to exhibit a slight decrease with the increase in penetration depth. The influence of the silicon substrate on these measurements is negligible (the hardness of the substrate was measured to be 11 GPa).

The effect of fluence on the hardness-depth profiles of the films irradiated with H\(^+\) and N\(^{2+}\) is shown in Figure 4.16. The hardness of the N\(^{2+}\) irradiated film with the highest fluence increased to 7.5 GPa, more than an order of magnitude over that of the unirradiated film. The uncertainty
Figure 4.16: Effect of fluence on the hardness for 125 keV H\textsuperscript{+} and 250 keV N\textsuperscript{2+} irradiated sol-gel films. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

The effect of the fluence on the reduced elastic modulus-depth profiles of the films irradiated with H\textsuperscript{+} and N\textsuperscript{2+} is shown in Figure 4.17. The reduced elastic modulus was observed to increase with increasing ion fluence. The error bars in this figure represent the maximum and minimum values obtained in 5 experiments conducted for each penetration depth. The reduced elastic modulus was observed to increase with increasing in penetration depth. It was found to exhibit a 4.5 fold increase (7.1 to 32.1 GPa) with increased fluence, for H\textsuperscript{+} irradiation, at a normalized contact depth of 0.52.
Figure 4.17: Effect of fluence on the reduced elastic modulus for 125 keV H\(^+\) and 250 keV N\(^{2+}\) irradiated sol-gel films. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

approximately 5%. For N\(^{2+}\) irradiation, the reduced elastic modulus was found to exhibit a 12 fold increase (7.1 to 84.0 GPa) with increased fluence at a normalized contact depth of approximately 5%. With the increase in normalized contact depth, the reduced elastic modulus was observed to decrease for ion implanted films and increase for ion irradiated films. This depth profile variation has been attributed to the influence of the reduced elastic modulus of the substrate, which was measured to be 5 GPa for the unimplanted films (implantation) and 150 GPa for the Si substrate (irradiation).

4.3 Effects of Stopping Power and Deposited Ion Energy on the Hardening Process

In this section, results are presented which show that the electronic stopping is the principal responsible for the film hardening, while the role of nuclear stopping is minimal. This result is consistent with similar observations in the literature. This conclusion was drawn by investigating films irradiated with three ion species having similar electronic stopping power but different nuclear stopping
Table 4.3: Ion irradiation data for ions having approximately equal electronic stopping at the surface (dE/dx)$_e$.

<table>
<thead>
<tr>
<th>Ion Irradiation</th>
<th>Si$^+$</th>
<th>O$^+$</th>
<th>N$^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion Beam Energy (keV)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Fluence (1e15 ions/cm$^2$)</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Projected Range (nm)</td>
<td>260</td>
<td>446</td>
<td>469</td>
</tr>
<tr>
<td>Film Thickness (nm)</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td>(dE/dx)$_e$ (eV/Å)</td>
<td>19.3</td>
<td>16.7</td>
<td>17.8</td>
</tr>
<tr>
<td>(dE/dx)$_n$ (eV/Å)</td>
<td>15.3</td>
<td>4.6</td>
<td>3.3</td>
</tr>
</tbody>
</table>

power. The hardening of these three irradiated films was found to be the same.

The hardening process has been observed to depend on the electronic energy deposited in the film. A monotonic increase in hardness with the increase in electronic energy deposited to the film surface was found.

Ion irradiation of the films was performed with a range of ions such that the electronic energy deposited to the films was kept constant. Hardness after irradiation was measured by nanoindentation and was found to depend on the incident ion species. Hardness was also found to have an exponential dependence with H loss in the film. These results indicate that both hardness and H loss are not simply related to electronic energy deposited in the film, but depend also on the ion species. A linear dependence of hardness with electric stopping power at constant electronic energy deposited to the surface was observed.

### 4.3.1 Electronic vs Nuclear Stopping Power

The electronic and nuclear stopping power effects on the surface mechanical properties of sol-gel films have been investigated. For this purpose, three ion irradiations were considered: Si$^+$, O$^+$ and N$^+$, all performed with a 100 keV energy beam and a fluence of $3 \times 10^{16}$ ions/cm$^2$. All three ions chosen have approximately equal electronic stopping at the surface, however for the case of Si$^+$, the nuclear stopping is substantially greater than that of O$^+$ and N$^+$. Table 4.3 lists the incident ion energy and fluences used for the three ions considered. Also shown are the values for the film thickness prior to ion irradiation and values for the projected ion range, and the surface electronic and nuclear stopping powers calculated using SRIM [75].

Figures 4.12 and 4.13 (Section 4.2) show the hardness and reduced elastic modulus depth profiles
obtained for the preliminary irradiations performed with Si$^+$, O$^+$ and N$^+$ ions at a fluence of $3 \times 10^{16}$ ions/cm$^2$. No observable differences in both hardness and reduced elastic modulus can be seen for the three different ions used. Since all three ions have about the same electronic stopping, and Si$^+$ has a significantly higher value for nuclear stopping, these results indicate that electronic stopping is principally responsible for the film conversion, and that the role of nuclear stopping is minimal. This observation is consistent with the results of Pivin et al. [70] in a recent study of sol-gel derived Si-based films.

4.3.2 Electronic Energy Deposited to the Surface

The electronic energy deposited to the surface has been defined as the electronic stopping power at the surface times the fluence, with units of eV/cm$^3$ (energy per unit volume). As seen in Section 4.2, Figure 4.16, the hardness of the irradiated films increases monotonically with the increase in fluence. Therefore, since the electronic stopping power at the surface for an ion species with a certain ion beam energy is constant, the increase in hardness can be linked to the increase in electronic energy deposited to the surface. In Figure 4.18, the hardness results seen in Figure 4.16, taken at 5% normalized contact depth, are replotted as a function of the electronic energy deposited to the surface for films irradiated with 125 keV H$^+$ and 250 keV N$_2^+$. To investigate the effect of electronic stopping on the resulting hardness, the ion fluence was varied such that the electronic energy deposited to the film surface was kept constant at $1.87 \times 10^{25}$ eV/cm$^3$, while the electronic stopping was varied by the choice of ion. Table 4.4 lists the incident ion energies and fluences used for the Cu$^{2+}$, N$_2^+$, He$^+$ ions as well as two H$^+$ ions with different ion beam energy (different projected ranges). Also included for a broader comparison are the ion irradiation parameters for Si$^+$, O$^+$ and N$^+$ ions which were used in a preliminary study on the effects of ion irradiation on surface mechanical properties of nearly identical TEOS/MTES sol-gel films, as discussed in Section 4.2.1 [101]. Table 4.4 also lists the values for the film thickness prior to ion irradiation and values for the projected ion range, the surface electronic and nuclear stopping powers, and the electronic and nuclear energies deposited at the surface calculated using SRIM [75]. In addition to the Cu$^{2+}$, N$_2^+$, He$^+$ and H$^+$ irradiations, the Si$^+$, O$^+$ and N$^+$ ions also had approximately equal electronic energy deposited to the film surface.

Recall that for the preliminary ion irradiated films, the hardness measurements were shown to be influenced by the soft unirradiated sol-gel film underneath the hard irradiated layer (Section 4.2.1). Thus, the hardness values which characterizes the ion irradiated layer of the preliminary sol-gel
Figure 4.18: Variation of hardness with electronic energy deposited to the surface for H$^+$ and N$_2^+$ irradiations. The hardness values here reported are taken at a normalized contact depth of 5%. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

<table>
<thead>
<tr>
<th>Ion Irradiation</th>
<th>Cu$^{2+}$</th>
<th>N$_2^+$</th>
<th>He$^+$</th>
<th>H$^+$</th>
<th>Si$^+$</th>
<th>O$^+$</th>
<th>N$^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion Beam Energy (keV)</td>
<td>2000</td>
<td>250</td>
<td>115</td>
<td>125</td>
<td>115</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Projected Range (nm)</td>
<td>2990</td>
<td>1060</td>
<td>1380</td>
<td>2630</td>
<td>1920</td>
<td>260</td>
<td>446</td>
</tr>
<tr>
<td>Film Thickness (nm)</td>
<td>2700</td>
<td>620</td>
<td>2700</td>
<td>600</td>
<td>2700</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td>Fluence (1e15 ions/cm$^2$)</td>
<td>3.05</td>
<td>7.5</td>
<td>16.1</td>
<td>29.2</td>
<td>28.8</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>(dE/dx)$_e$ (eV/Å)</td>
<td>61.2</td>
<td>24.9</td>
<td>11.6</td>
<td>6.4</td>
<td>6.5</td>
<td>19.3</td>
<td>16.7</td>
</tr>
<tr>
<td>(dE/dx)$_n$ (eV/Å)</td>
<td>15.5</td>
<td>1.86</td>
<td>0.12</td>
<td>0.01</td>
<td>0.01</td>
<td>15.3</td>
<td>4.6</td>
</tr>
<tr>
<td>(dE/dx)$_e$* Fluence (1e25 eV/cm$^3$)</td>
<td>1.87</td>
<td>1.87</td>
<td>1.87</td>
<td>1.87</td>
<td>1.88</td>
<td>1.93</td>
<td>1.67</td>
</tr>
<tr>
<td>(dE/dx)$_n$* Fluence (1e25 eV/cm$^3$)</td>
<td>0.47</td>
<td>0.14</td>
<td>0.02</td>
<td>0.003</td>
<td>0.003</td>
<td>1.53</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 4.4: Ion Irradiation data
Figure 4.19: Surface hardness extrapolation used for the preliminary sol-gel film irradiated with 100 keV Si\(^+\) ions with a 260 nm projected range, smaller than the film thickness (3 \(\mu\)m). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

Films have been considered to be the farthest from the unirradiated layer, i.e., the near film surface hardness. The near film surface hardnesses were extrapolated by a linear fitting of the shallowest data points (those having a contact depth less than 50 nm) of the hardness depth profile, as shown in Figure 4.19. The hardness extrapolated values are used in the plots exhibited in Figures 4.21 and 4.22.

The hardness variation with contact depth for the Cu\(^{2+}\), N\(^{2+}\), He\(^+\), H\(^+\) (115 keV) and H\(^+\) (125 keV) irradiations is shown in Figure 4.20. Also shown is the hardness profile for the unirradiated film. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained. A significant difference between the hardness measured at the near surface for the various ion irradiation species is observed despite the fact that all irradiations resulted in the same amount of electronic energy deposited at the surface (by design). This indicates that the hardness is not simply related to the electronic energy deposited to the film.

It has been well reported that there is a selective release of H with the irradiation of a wide variety of polymers [70, 106]. Attempts to develop models for this H loss have also been reported [107, 108]. In the present work the variation of hardness with H loss was investigated. Figure 4.21 shows the
<table>
<thead>
<tr>
<th>Contact Depth (nm)</th>
<th>Hardness (GPa)</th>
<th>Cu(^{2+}) 2 MeV</th>
<th>N(^{2+}) 250 keV</th>
<th>He(^{+}) 115 keV</th>
<th>H(^{+}) 125 keV</th>
<th>Unirradiated</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>60</td>
<td>4</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>80</td>
<td>2</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Figure 4.20: Hardness-depth profiles obtained on unirradiated film and for films irradiated with 2 MeV Cu\(^{2+}\), 115 keV He\(^{+}\), 115 keV H\(^{+}\), 250 keV N\(^{2+}\), 125 keV H\(^{+}\) ions. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
Figure 4.21: Near surface hardness variation with percent hydrogen loss for all ion irradiated films considered. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

results for the increase in hardness with increased H loss as obtained from ERD measurements after irradiation. Shown are the results for the Cu$^{2+}$, He$^+$, H$^+$ irradiations as well as results obtained for films, produced from the same sol, irradiated with Si$^+$, O$^+$ and N$^+$ ions. A monotonic (exponential) increase in hardness with H loss is observed.

The observation that both hardness and H loss are not simply related to electronic energy deposited to the film surface is consistent with the recent (2004) results of Kucheyev et al. [71] who reported in a study of ion irradiated polyimide that for a given value of electronic energy deposited, irradiation with different ion species results in different values of mechanical properties (including hardness, elastic modulus and tensile strength). The variation of hardness with electronic stopping power at constant electronic energy deposited to the film surface is shown in Figure 4.22. Here, the hardness is seen to monotonically increase with electronic stopping power. In the Kucheyev et al. study on the ion irradiation of polyimide [71], the efficiency for increasing the material’s hardness was shown to have an exponential dependence on electronic stopping power, whereas for the present work an approximate linear dependence is observed for electronic stopping power up to 30 eV/Å [109]. For electronic stopping power greater than 30 eV/Å, the hardness increases at a lower rate (compared to those with electronic stopping power less than 30 eV/Å) with increasing...
Figure 4.22: Variation of hardness with electronic stopping power for irradiations with nearly the same electronic energy deposited at the surface ($1.87 \times 10^{25} \text{ eV/cm}^3$). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

electronic stopping power.
4.4 Investigation of the Physical Causes Governing Ion Irradiation Hardening

In this section, the plausible mechanisms for the hardening of the irradiated films are investigated. The increase in mechanical properties of hybrid sol-gel films following ion irradiation is postulated to be linked to structural changes.

In the literature, the hardening of similar sol-gel films due to ion irradiation was explained in terms of either silica clusters cross-linking [58,68], which increased the rigidity of the film, or in terms of carbon cluster precipitation, where the C atoms cluster in a diamond-like structure [60,61]. In light of the experiments conducted throughout this work, the possibility that these two hypotheses contribute to the observed increase in hardness is investigated in the section below. In particular, ion irradiation was found to result in a cross-linked silica film as well as the segregation of carbon clusters, both of which contribute to increase the mechanical properties of the films. But neither can explain the highest value of hardness.

4.4.1 SiO$_2$ Cross-linking

The hardening observed after ion irradiation could be justified by the cross linking of silica clusters suggested by the availability of both Si$^+$ and O$^-$ broken branches on the surface of the silicon cluster, obtained during the sol-gel synthesis, and by the high reactivity among these two ions. Where the Si$^+$ ions result from the burn out of the methyl group in the Si-CH$_3$, the O$^-$ ions are provided by the C-O and O-H molecules resulting from incomplete hydrolysis and condensation of the sol-gel film. Moreover, as described in the Section 4.1.2 and shown in Figure 4.2, the atomic ratio of O/Si is seen to increase from 1.4 to 1.7 for ion irradiated films. This movement is consistent with the films’ evolution toward a silica based film. That a similar increase in the atomic ratio of O/Si is observed for heat treated films at temperatures from 300 °C to 800 °C, where the hardness increase was much less than irradiated films, suggests that even though the ion irradiated films are transforming into SiO$_2$ films, this does not justify the hardness increase (0.4 GPa to 7.7 GPa) experienced. This is because the value obtained is higher than the Vickers hardness of silica glass, which is reported to be 635 kg/mm$^2$ (5.8 GPa) [30]. The Vickers and Berkovich indenters have the same area function ($A = f(h)$, where $A$ is the cross sectional area of the indenter and $h$ is the distance of such cross section from the tip of the indenter), thus the two can be compared.

It was also observed that film shrinkage was correlated with the increase in hardness and reduced
Figure 4.23: Hardness and reduced elastic modulus as a function of film thickness shrinkage for films irradiated with 125 keV H\(^+\) ions at fluences ranging from \(1 \times 10^{14}\) to \(5 \times 10^{16}\) ions/cm\(^2\). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.

The reduced elastic modulus and hardness were observed to increase monotonically with the increase in percentage shrinkage. If the mass is assumed not to change, the shrinkage can be seen as an increase in density. By heat treating a specimen after ion irradiation it was shown that the increase in film density is not the major factor in the hardening process. In particular, a film previously ion irradiated with 125 keV H\(^+\) ions and a fluence of \(5 \times 10^{16}\) ions/cm\(^2\) was heat treated at 800 °C for 30 minutes (much higher temperature than the working temperature of these films, 230 °C) and it was found that even though the film shrunk an additional 30 % with respect to the irradiated film, the hardness of the film decreased from 3.4 GPa to 0.8 GPa.

### 4.4.2 Diamond Like Clusters

The atomic ratio of C/Si, for films heat treated at 600 °C and higher, shows a significant reduction, which is consistent with the thermal decomposition of the Si-CH\(_3\) and PVP organic components, Section 4.1.2. For the ion irradiated film, the atomic ratio of C/Si shows little change from that
prior to irradiation (Figure 4.2). This result suggests different decomposition kinetics of the organic components by ion irradiation when compared to the heat treatment process. The fact that the C atoms are still present in the film after ion irradiation and that the film experiences a drastic loss of H, suggests a selective release of H due to ion irradiation and the possibility of C precipitation in the form of clusters as has been reported by Pivin et al. [62,96].

In the present work, the formation of carbon clusters and their nature, graphite or diamond like structure, was investigated by Raman spectroscopy. The films irradiated with high fluences showed the presence of carbon clusters in the form of amorphous carbon, with two Raman shift peaks centered at 1386 and 1584 cm\(^{-1}\) [57]. In order to determine the influence of those carbon clusters on the ion irradiation hardening process, the ion irradiation process was performed on a sol-gel film with very low C content. Recall that the atomic ratio of C/Si showed a significant reduction for films heat treated at 600 °C and higher (Figure 4.2). In particular, the C/Si ratio went from 1.25 to less than 0.1 for films heat treated at 800 °C. For this purpose, a film heat treated at 800 °C for 10 minutes was ion irradiated by 250 keV N\(^{2+}\) ions. The hardness results obtained, in comparison with the same type of irradiation for a film heat treated at 300 °C for 10 minutes, are shown in Figure 4.25. This experiment showed that C concentration has no influence on the maximum hardness reached by ion irradiation suggesting that the carbon clusters have little influence on the hardening of the sol-gel films.

### 4.4.3 Structural Changes

The structural changes of a film heat treated at 300 °C for 10 minutes followed by ion irradiation are investigated by nanoindentation, photoluminescence spectroscopy, Raman spectroscopy, ERD, and XPS.

ERD has shown a loss of more than 50% hydrogen after ion irradiation, as presented in Figure 4.26 (see also Figure 4.21 for the hydrogen loss due to different ion species). Figure 4.26 represent the variation in ERD with respect to channels which can be related to back-scattering energy, thus it can be though as a ERD-depth plot due to the relation between the ion back-scattered energy and the depth at which the ion was scattered. The presence of excess hydrogen in unirradiated 300 °C films could be due to the presence of organic components like Si-CH\(_3\) and PVP. These two molecules are both thermally stable up to 400-450 °C [20, 21, 24, 25].

The presence of organic molecules in unirradiated 300 °C films was also confirmed by XPS measurements. XPS was used to provide further insight into the changes in chemical bonding
Figure 4.24: Raman spectra for a sol-gel film irradiated with 125 keV H\(^+\) ion with a 5 \times 10^{16} ions/cm\(^2\) fluence.

<table>
<thead>
<tr>
<th></th>
<th>% C</th>
<th>% O</th>
<th>% Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non Irradiated</td>
<td>47.6</td>
<td>31.3</td>
<td>21.1</td>
</tr>
<tr>
<td>Ion Irradiated</td>
<td>45.1</td>
<td>33.5</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Table 4.5: Atomic % evaluated by XPS
Figure 4.25: Effect of 250 keV $\text{N}^{2+}$ ion with the increase in fluence for sol-gel films preheated at 300 and 800 °C for 10 minutes. The full symbols represent the specimens preheated at 300 °C and the empty symbols represent the specimens preheated at 800 °C. All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
caused by ion irradiation. XPS measurements indicate that C, O and Si are the principal elements present in both the non irradiated and irradiated samples. The percentage of C, O, and Si does not appreciably change after ion irradiation, as shown in Table 4.5; the uncertainty on the values reported is ±2%. As can be noticed from Table 4.5, the concentration of C is very high suggesting the presence of a high concentration of organic molecules on the films heat treated at 300 °C.

The majority of the carbon atoms in hybrid MTES/TEOS films heat treated at 300°C is expected to be in the form of C-H and C-Si bonds, which are both present in the Si-CH₃ organic component introduced by MTES (CH₃-Si-(OC₂H₅)₃). Si-CH₃ is expected to be thermally stable up to 400-450 °C [20, 21]. C atoms are also within carbon-oxygen bonds, and these bonds can be found either in C-O-Si bridging sites [110, 111] or C=O terminal units [24, 25]. C-O-Si bonds are linked to an incomplete hydrolysis of TEOS and MTES [112], as well as the thermal decomposition of the acetic acid used in the sol-gel synthesis [45]. The double carbon-oxygen bonds are mainly present in the PVP molecules, which were added during the sol-gel synthesis, with the intent to increase the critical film thickness. The PVP molecules were reported to be thermally stable up to approximately 430 °C [24, 25].

Since the hardness reached by the ion irradiated film with very low C concentration is identical to the hardness reached by films rich in C, the C atoms are believed to have a marginal effect on

![Elastic Recoil Detection - 50% decrease in H due to radiolysis for a sol-gel film irradiated with 2 MeV He⁺ ions.](image)

Figure 4.26: Elastic Recoil Detection - 50% decrease in H due to radiolysis for a sol-gel film irradiated with 2 MeV He⁺ ions.
the hardening process. Thus, it is believed that ion irradiation reduces the Si-C bond concentration in the hybrid sol-gel films. The Si-C bond represents the bridge between the inorganic SiO$_2$ clusters and the organic CH$_3$ molecules in the Si-CH$_3$ branch. The broken Si-bonds can possibly recombine with oxygen atoms from broken C-O bonds. Another source of oxygen atoms may come from the hydroxyl group (OH), which results from an incomplete condensation [113]. The Si-O recombination is believed to cross-link SiO$_2$ clusters otherwise separated, forming a compact SiO$_2$ matrix. The size of the C1s peak (observed by XPS measurements), related to the percentage of C-H/C-C bonds, was found to increase by approximately 28 % as the H content decreased by 50 % after ion irradiation. This suggests that prior to ion irradiation, the XPS peak at 285.0 eV represents mostly C-H bonds. Due to the release of hydrogen during ion irradiation, the carbon atoms from the broken C-H bonds may cluster in the form of C-C [62,96].

The decrease in H$_2$ content observed in these experiments was also observed in several other hybrid sol-gel and inorganic polymer ion irradiated films [59,60]. One advantage of ion irradiation over heat treatment is its selectivity to release only hydrogen atoms. Heat treatment releases instead the entire organic molecule CH$_3$ with consequent loss of C atoms, which in irradiated films can precipitate out in the form of either graphite or diamond-like clusters [61].

In conclusion, comparing what the literature proposes for hardening mechanisms with the results obtained, it is postulated that both silica clusters cross-linking and carbon segregation are taking place due to ion irradiation, and that both contribute to increase the hardness of the irradiated films. But neither is considered the cause of the highest hardness achieved. Thus, the hardening mechanism is still unclear.

The two structural changes proposed in the literature: silica clusters cross-linking and carbon segregation are schematically represented in Figure 4.27.
Figure 4.27: Microstructure evolution during ion irradiation.
4.5 Ion Irradiation Hardening - Model

The model put forth is based on the review of a collection of mathematical models describing semiconductors phase transformation induced by ion irradiation introduced by Sickafus et al. [114]. In particular, the simplest rain-drop model of Gibbons [5] known as the, “Direct Impact Model”, was modified (Model A below) in order to describe the hardening of the film passing from a soft polymer sol to a hard ceramic type film.

Section 4.3 discussed experiments that showed that the hardening of the sol-gel film depends on the ion species used to irradiate the film. Thus, each ion species has its own hardening efficiency that can be quantified by what will be referred to as a “Hardening Cross-Section”, denoted by $\sigma$. The hardening cross-section is defined as the cross-sectional area that has been modified (hardened) by the interaction of the impinging ion and the target, in this case the sol-gel film. Thus the greater the cross-sectional area, the more effective the ion is at hardening the film. The size of the cross-sectional area is assumed to be a function of the ion species used. A sketch showing the hardening cross-section is shown in Figure 4.28, where the shaded circular area represents the area that has been modified by an ion impinging on the surface, and the clear area is the unmodified region.

**Model - A**

This is a simplified model which assumes that the film can only be in one of the two following states: soft unirradiated film or fully hardened irradiated film; thus regions exhibiting multiple hits (hardening cross-section overlapping) have the same hardness as the region hit only once.

Consider a unit surface area, $A$, and let $f_u$ be the fraction of area $A$ that is not hardened after irradiation with a fluence, $\phi$, and let $f_h$ be the fraction of area $A$ that is hardened due to irradiation with a fluence, $\phi$. Thus, the probability that a given ion impinging on the surface hits an unirradiated region is $f_u(\sigma, \phi)$ while the probability that it hits a region already irradiated is $f_h(\sigma, \phi)$, where

$$f_u(\sigma, \phi) + f_h(\sigma, \phi) = 1 \quad (4.1)$$

Both $f_u$ and $f_h$ are functions of the hardening cross-section ($f_u$ decreases and $f_h$ increases with increasing $\sigma$) and the fluence ($f_u$ decreases and $f_h$ increases with increasing $\phi$).

The hardness of a film, $H$, is defined as the ratio between the maximum load applied to the indenter, $P_{\text{max}}$, and the contact area $A$ between the indenter and the specimen evaluated at $P_{\text{max}}$ (Section 3.2):

$$H = \frac{P_{\text{max}}}{A}$$
Figure 4.28: The hardening cross-section of an ion impinging on a surface of unit area, $A$.

Assuming that an ion impact hardens the material from $H_{min}$ to $H_{max}$ and the validity of the superposition principle of the load supported by the unirradiated area and the load supported by the irradiated area:

$$P_{max} = P_u + P_h = H_{min}f_u(\sigma, \phi)A + H_{max}f_h(\sigma, \phi)A$$

where $H_{min}$ represents the hardness of the unirradiated material while $H_{max}$ represents the hardness of the irradiated material. The hardness of the film can then be expressed by:

$$H = H_{min}f_u(\sigma, \phi) + H_{max}f_h(\sigma, \phi)$$ \hspace{1cm} (4.2)

or

$$H = H_{max} - \Delta H f_u(\sigma, \phi)$$ \hspace{1cm} (4.3)

$$\Delta H = H_{max} - H_{min}$$

As an analogy, this problem can be seen as trying to determine the probability that a rain drop of a certain diameter will fall on a wet piece of land at a certain time after the rain started (also known as the rain-drop model). Taking the rain drop to represent a single bombarded ion, the diameter of the rain drop is analogous to the diameter of the hardening cross-section, and the time is analogous to the fluence (ions/cm$^2$) times the incident ion energy (eV) divided by the beam current ($\mu$A/cm$^2$) (the incident ion energy and the beam current are both constant).
From the definition of $f_u(\sigma, \phi)$ and $f_h(\sigma, \phi)$, $f_u(\sigma, \phi)$ is expected to diminish while $f_h(\sigma, \phi)$ is expected to grow (by the same quantity) with increasing fluence. In fact, the probability that an ion impinging on the target surface hits an unirradiated region decreases with increasing fluence (negative sign in Equation 4.4 below) and with increasing hardening cross-section, thus the derivative of the probability $f_u(\sigma, \phi)$ and $f_h(\sigma, \phi)$ with respect to $\sigma$ (representing the variation of $f_u(\sigma, \phi)$ and $f_h(\sigma, \phi)$ with respect to $\sigma$) can be expressed as:

$$\frac{df_u(\sigma, \phi)}{d\phi} = -\sigma f_u(\sigma, \phi)$$

$$\frac{df_h(\sigma, \phi)}{d\phi} = +\sigma f_u(\sigma, \phi)$$

where, the dimensions of $\phi$ and $\sigma$ are ions/cm$^2$ and cm$^2$, respectively. The above equations assume that once one ion impinges in a region, that region get hardened to a maximum value $H_{max}$. This assumption was used by Gibbons in a model describing the transformation from crystalline to amorphous phase in irradiated semiconductor materials [5]. No additional assumptions will be added in the mathematical solution of Model A. The solutions of these differential equations are:

$$f_u(\sigma, \phi) = e^{-\sigma\phi}$$

$$f_h(\sigma, \phi) = 1 - e^{-\sigma\phi}$$

and thus the hardness can be described by the following equation:

$$H(\sigma, \phi) = H_{max} - \Delta H e^{-\sigma\phi}$$

**Model - B**

This model take in consideration the hardening cross-section overlapping regions by assuming the derivative of the probability function with respect to the fluence to be dependent upon the fluence.

Consider a unit surface area, A, and let $f_0$ be the fraction of area A that is not hardened after irradiation with a fluence $\phi$, let $f_1$ be the fraction of area A that has been hit by one ion after a fluence $\phi$, and let $f_n$ be the fraction of area A that has been hit by $n$ ions after a fluence, $\phi$. Thus, the relation between these probabilities (fractional areas) is:

$$f_0(\sigma_1, \phi) + f_1(\sigma_2, \phi) + \ldots + f_1(\sigma_3, \phi) = 1$$
In this model each probability has a different hardening cross-section, since the effect caused by the ion interaction with a region that has been already hit by an ion might be different than the effect caused by the interaction of the same ion with an unmodified region. Another way to see this is by the fact that the hardening cross-section is expected to depend not only on the ion species but also on the target being irradiated, thus the hardening cross-section is expected to change as a function of the degree of film conversion, i.e., the hardness of the film. In particular, the cross-section is expected to decrease with increasing fluence. Also the hardness of a region hit once might be different than the hardness of a region hit \( n \) times, thus the hardness of the film as a function of fluence can be written as:

\[
H = H_0 f_0(\sigma_0, \phi) + H_1 f_1(\sigma_1, \phi) + \ldots + H_n f_n(\sigma_n, \phi)
\]  
(4.8)

This model is introducing a very high number of variables \((\sigma_0, \sigma_1, \ldots, \sigma_n, H_1, \ldots, H_n)\) which do not help to link the model to the parameters of the ion used as well as to compare different ion sources. Since there is no benefit to determining the intermediate hardness reached by each number of ion hit, this model was modified in order to consider the variation in mechanical behavior of region hit several times by keeping the number of variable limited to only to three: \( H_{\text{max}} \), \( \bar{\sigma} \), and \( a \), as will be described below. Mathematically this can be done by considering each region hit by \( n \) ions as the superposition of a region that has not been hit and a region that has been hit to its maximum hardness:

\[
H_1 f_1(\sigma_1, \phi) = H_{\text{min}} f_{1u}(\sigma, \phi) + H_{\text{max}} f_{1h}(\sigma, \phi)
\]  
(4.9)

where the hardening cross-section is not constant (for a specific incident ion like in Model A) but changes with fluence. Than the hardness of the film at a fluence \( \phi \) can be written as:

\[
H = H_{\text{min}} f_u(\sigma, \phi) + H_{\text{max}} f_h(\sigma, \phi)
\]  
(4.10)

where

\[
f_u(\sigma, \phi) = f_0(\sigma_0, \phi) + f_{1u}(\sigma, \phi) + \ldots + f_{(n-1)u}(\sigma, \phi)
\]  
(4.11)

\[
f_h(\sigma, \phi) = f_{1h}(\sigma, \phi) + \ldots + f_{(n-1)h}(\sigma, \phi) + f_{nh}(\sigma, \phi)
\]
considering the \( n \)th hit the one that converts the film to its maximum hardness (saturation).

Equation 4.10 is similar to Equation 4.2 of Model A, with the only difference that the hardening cross-section is fluence dependent, thus the differential equations in Equation 4.4 can be modified as:
\[ \frac{df_u(\sigma, \phi)}{d\phi} = -\sigma(\phi)f_u(\sigma, \phi) \quad (4.12) \]
\[ \frac{df_u(\sigma, \phi)}{d\phi} = +\sigma(\phi)f_u(\sigma, \phi) \]

These two differential equations have to be solved mathematically by guessing a function for \( \sigma(\phi) \) and finding \( f_u(\sigma, \phi) \) that satisfy both equations, thus no further assumptions are introduced during the solution of these equations. \( \sigma(\phi) \) is guessed to be a power function of the fluence, which is the simpler function which satisfies the unit of \( \sigma(\phi) \) (cm\(^2\)) and also easier to integrate with respect to \( \phi \):

\[ \sigma(\phi) = \beta^a \phi^{a-1} \quad (4.13) \]

where \( a \) (which will be called the hardening coefficient) and \( \beta \) are constants depending on the ion species and target used. Thus the Equations 4.12 can be written as:

\[ \frac{df_u(\sigma, \phi)}{d\phi} = -\beta^a \phi^{a-1}f_u(\sigma, \phi) \quad (4.14) \]
\[ \frac{df_u(\sigma, \phi)}{d\phi} = +\beta^a \phi^{a-1}f_u(\sigma, \phi) \]

and the solutions of the above differential equations are:

\[ f_u(\sigma, \phi) = e^{-\frac{1}{a}(\beta\phi)^a} = e^{-\frac{1}{\sigma}\phi} \quad (4.15) \]
\[ f_h(\sigma, \phi) = 1 - e^{-\frac{1}{a}(\beta\phi)^a} = 1 - e^{-\frac{1}{\sigma}\phi} \]

In order to compare the hardening effect of two different ion species it is necessary to introduce the hardening cross-section constant, \( \overline{\sigma} \), defined as the value of the hardening cross-section evaluated at a fluence for which the hardness of the target matter increases by \((1 - 1/e)\times100\) (corresponding to 63 \%) of \( \Delta H \) (Eq. 4.3). This particular value of fluence, \( \overline{\phi} \), can be determined by equating the probability \( f_u(\sigma, \phi) \) to \( 1/e \):

\[ f_u(\sigma, \overline{\phi}) = e^{-\frac{1}{a}(\beta\overline{\phi})^a} = \frac{1}{e} \quad (4.16) \]

where \( \overline{\phi} \) will be called the fluence constant analogous to the time constant in a linear time-invariant system, i.e., RC circuits.

Thus the fluence constant can be calculated to be:

\[ \frac{1}{a}(\beta\overline{\phi})^a = 1 \]
\[ \overline{\phi} = \frac{a^{\frac{1}{a}}}{\beta} \quad (4.17) \]
Figure 4.29: Qualitative behavior of the hardening cross-section as a function of the ion fluence for different values of hardening coefficient (thus for different ion species) and the hardening cross-section constant can than be expressed as:

\[
\dot{\sigma} = \sigma(\phi) = \beta a \phi^{a-1} = \beta a \frac{a-1}{a}
\] (4.18)

Now Equations 4.13 and 4.15 can be rewritten as a function of \(\dot{\sigma}\):

\[
\sigma(\phi) = \dot{\sigma} a \left( \frac{\phi}{a} \right)^{a-1}
\] (4.19)

Figure 4.29 shows the influence of \(a\) on the variation of hardening cross-section. Equation 4.19 will now be substituted into Equations 4.15 to obtain:

\[
f_u(\dot{\sigma}, \phi) = e^{-a \frac{1+2a}{a}(\sigma\phi)^a}
\] (4.20)

\[
f_h(\dot{\sigma}, \phi) = 1 - e^{-a \frac{1-2a}{a}(\sigma\phi)^a}
\]

Figure 4.30 shows the influence of \(a\) and \(\dot{\sigma}\) on the variation of \(f_h(\dot{\sigma}, \phi)\), which is linearly proportional to the increase in hardness.

The increase in hardness can finally be described by the following equation:

\[
H(\sigma, \phi) = H_{max} - \Delta He^{-a \frac{1-2a}{a}(\sigma\phi)^a}
\] (4.21)

Physically the hardening cross-section constant \(\dot{\sigma}\) represents a characteristic cross-sectional area which has been modified due to the interaction between the ion and the target. The greater the
Figure 4.30: Qualitative behavior of the probability $f_h(\bar{\sigma}, \phi)$ as a function of the ion fluence for different value of hardening coefficient (thus for different ion species)

value of $\bar{\sigma}$, the greater the hardening effect of the ion species used. With the increase in fluence (ions per cm$^2$) the target matter modifies from a soft sol-gel film to a ceramic like film. This transformation shows a gradual increase in hardness, thus the target changes its characteristic with increasing fluence. For this reason, the hardening cross-section is believed to vary proportionally to the degree of modification, and the hardening coefficient $a$ is an index which is proportional to the hardening cross-section gradient with respect to fluence. For instance, when $1 > a > 0$, the gradient of the hardness cross-section decreases with respect to the fluence or in regards to multiple ion hits, a smaller value of $a$ will require that more ion hits be needed in the same region in order to harden the film. For $a > 1$, the gradient of the hardening cross-section increases with respect to the fluence, however a value of $a > 1$ is not physically possible due to the fact that the film cannot be hardened with less than one hit (Figure 4.30). Model A is a particular case of Model B, and it can be obtained from Model B by using a value for the hardening coefficient, $a = 1$. In this study the hardening coefficient is expected to vary in the range from 1 to 0. The hardening coefficient can also be expressed as:

$$a = \sigma \phi$$

(4.22)

by multiplying $\sigma$ by $\phi$ from equations 4.17 and 4.18.
Fitting

The hardness data, obtained from irradiations with a projected range greater than the target film thickness, was fitted using both models. The measured hardness values as a function of ion fluence for the 250 keV N\textsuperscript{2+} and 125 keV H\textsuperscript{+} ion irradiated films are shown in Figure 4.31 and 4.32 (the fluence (x axis) has been plotted on a logarithmic scale).

The hardness data was fitted using both Model A (Figure 4.31) and Model B (Figure 4.32). Considering Model B, the hardening cross-section for the H\textsuperscript{+} irradiation was found to be 0.30 Å\textsuperscript{2} thus having a hardening cross-section radius of 0.31 Å, and the hardening cross-section for the N\textsuperscript{2+} irradiation was found to be 3.17 Å\textsuperscript{2} thus having a hardening cross-section radius of 1.00 Å. The hardness coefficient was found to be smaller for the case of H\textsuperscript{+} irradiation (0.57) compared to the case of N\textsuperscript{2+} irradiation (0.70). Therefore, the N\textsuperscript{2+} irradiation hardening is expected to pass from \( H_{\text{min}} \) to \( H_{\text{max}} \) over a shorter fluence range (from approximately \( 1 \times 10^{13} \) to \( 1 \times 10^{16} \) as shown in Figure 4.32) than the H\textsuperscript{+} irradiation (from approximately \( 1 \times 10^{13} \) to a value greater than \( 1 \times 10^{17} \) as shown in Figure 4.32).

The hardening effect of a sol-gel film heat treated at 800 °C before ion irradiation is also fitted with Model B. Figure 4.33 compares the hardening effect of two target films having different initial mechanical properties. As expected, for the two irradiations, the values of the hardening coefficient are very different while the hardening cross-section constants remain similar. This strengthens the link between the hardening coefficient and the properties of the target material.

The hardening cross-section is postulated to be related to the electronic stopping power, in particular the hardening cross-section is expected to increase monotonically with increasing electronic stopping power.
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Figure 4.31: Hardening process as a function of N\textsuperscript{2+} and H\textsuperscript{+} ion irradiation fluence (fitted following Model A). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
Figure 4.32: Hardening process as a function of $N^{2+}$ and $H^+$ ion irradiation fluence (fitted following Model B). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
Figure 4.33: Hardening process as a function of $N^{2+}$ ion irradiation fluence for target films heat treated at 300 and 800 °C before ion irradiation (fitted following Model B). All reported data represent the average of five indentations, and the error bars represent the maximum and minimum values obtained.
Chapter 5

Conclusions and Future Work

A study on the effects of ion irradiation on the surface mechanical behavior of hybrid sol-gel derived thin films has been performed. All films investigated were synthesized by sol-gel processing from tetraethoxysilane (TEOS) and methyltrithoxysilane (MTES) precursors and spin-coated onto (100) Si substrates. The synthesized films were investigated by nanoindentation, photoluminescence spectroscopy, and Raman spectroscopy.

5.1 Conclusions

The major conclusions of this work are:

1. The hybrid TEOS/MTES sol-gel films modified by ion irradiation with electronic energy of 1.87 x 10^{25} eV/cm^{3} or higher showed higher values of reduced elastic modulus and hardness than 800 °C heat treated films. Ion irradiation was found to be an effective means in converting the polymer sol into ceramic type coatings.

2. Both the reduced elastic modulus and hardness were seen to increase monotonically with the increase in ion fluence, with a maximum hardness of 7.7 GPa (19 fold increase with respect to the unirradiated film hardness of 0.4 GPa) and a maximum reduced elastic modulus of 84.0 GPa (12 fold increase with respect to the unirradiated film reduced elastic modulus of 7.1 GPa).

3. The electronic stopping power was found to be principally responsible for the film hardening, while the role of nuclear stopping power was minimal. A monotonic increase in hardness with the increase in electronic energy deposited to the film surface was found.
4. The hardness was found to be not simply related to electronic energy deposited in the film, but also dependent on the ion species. A linear dependence of hardness with electronic stopping power at constant electronic energy deposited to the surface was observed.

5. The increase in mechanical properties of hybrid sol-gel films following ion irradiation is postulated to be linked to structural changes. Ion irradiation results in a cross-linked silica film as well as the segregation of carbon clusters, both of which contributed to increase the mechanical properties of the films. But neither could explain in full the highest hardness achieved.

6. A model describing the hardening effect of ion irradiating films was presented. The model is based on a rain-drop type model introduced by Gibbons. In the model put forth in this study, the cross-sectional area transformed by the interaction of the incident ion with the target matter was considered to vary with fluence. This assumption is based on the fact that the hardening cross-section is not related to the physical dimension of the incident ion but on its electronic disturbance with the target matter, which is influenced by the properties of the target.

Knowing that the hardening process depends upon the ion irradiated species, the model characterizes the hardening effectiveness of the ion species considered by two parameters: the constant hardening cross-section and the hardening coefficient. The constant hardening cross-section represents the cross-sectional area hardened by the interaction of an incident ion with the target, and the hardening coefficient represents an index of the cross-sectional area gradient as a function of fluence.

Secondary conclusions are:

1. ERD has shown a loss of more than 50% hydrogen after ion irradiation. Hardness was also found to have an exponential dependence with H loss in the film.

2. XPS measurements indicated that in addition to the H content, C, O, and Si are the principal elements present in both the heat treated and ion irradiated films. For the heat treated films, the atomic ratio of O/Si was seen to increase from 1.4 to 1.8 for heat treatment temperatures from 300 °C to 800 °C, with this ratio increasing from 1.4 to 1.7 for the ion irradiated film. This movement is consistent with the films’ evolution toward a silica based film. The atomic ratio of C/Si for films heat treated at 600 °C and higher, showed a significant reduction, which is consistent with the thermal decomposition of the Si-CH₃ and PVP organic components.
For the ion irradiated film, the atomic ratio of C/Si showed little change from that prior to irradiation.

3. Changes in photoluminescence response of the hybrid sol-gel films with respect to the heat treatment temperature, holding time, and ion irradiation were investigated. The luminescence response was found to be more intense in films heat treated at 300 °C, where a broad peak (FWHM 100 nm) centered at 510 nm (2.43 eV) and two sharper peaks centered at 445 nm (2.79 eV) and 470 nm (2.64 eV) were observed. As the films were heat treated at higher temperatures, the luminescence intensity decreased by a factor of approximately 30. The same trend was observed for heat treatment holding time longer than 10 minutes. For the ion irradiated films the photoluminescence response was observed to reach a maximum when the electronic energy deposited to the film surface was approximately 5 to 40 eV/atom. For higher values of electronic energy deposited the photoluminescence intensity decreased.

4. The measured reduced elastic modulus and hardness exhibited a substantial decrease with increase in contact depth, for ion irradiated films having a projected range smaller than the film thickness. The reduced elastic modulus and hardness depth profiles were influenced by the soft unirradiated sol-gel film underneath the irradiated hard surface layer.

5. It was observed that film shrinkage was correlated with a monotonic increase in hardness and reduced elastic modulus. Heat treating an ion irradiated film at 800 °C was found to cause an additional 30 % shrinkage of the irradiated film, but the hardness of the film decreased from 3.4 GPa to 0.8 GPa.

6. Raman spectroscopy confirmed the presence of carbon clusters in the form of amorphous carbon for films irradiated with fluences higher than 1 x 10^{16} ions/cm². The Raman shifts observed were centered at 1386 and 1584 cm⁻¹.

5.2 Future Work

- Perform ion irradiation using 125 keV H⁺ ions with fluences of 0.01 and 3 x 10^{15} ions/cm², as well as 250 keV N²⁺ ions with fluences of 0.01, 0.1, and 3 x 10^{15} ions/cm². These experiments will allow for a more complete fitting of the hardness as a function of fluence by the model proposed in this study.

- In order to confirm the validity of the hardening model put forth, it is proposed that ion
irradiation be conducted using an ion with a large value of electronic stopping power (such as 61.2 eV/Å) for 2 MeV Cu$^{2+}$ irradiation. This ion species was used in this study for a constant value of electronic energy deposited ($1.87 \times 10^{25}$ eV/cm$^3$). If this ion is used for the purpose of further validating the model, the fluence will need to be varied (with a possible range of $1 \times 10^{13}$ to $5 \times 10^{16}$ ions/cm$^2$) in order to determine the ion’s hardening cross-section constant and hardening coefficient. The hardening cross-section constant is expected to be on the order of tens of Å$^2$ which is larger than the value obtained for the 250 keV N$^{2+}$ irradiation.

- Perform ion irradiation with a lower electronic energy deposited on the film surface than the one used in this study in order to investigate the effect of ion irradiation on the photoluminescence response. As shown in this study, the photoluminescence spectra of ion irradiated films exhibited a maximum between 5 and 40 eV/atom (corresponding to 20 to 160 $x 10^{22}$ eV/cm$^3$ for the films used in this study). For a future study it is proposed that 250 keV N$^{2+}$ ions with fluences ranging from $8 \times 10^{13}$ to $7 \times 10^{14}$ ions/cm$^2$ be used.

- Perform a study on the variation of the molecular bonds in the film investigated by employing Fourier Transform InfraRed (FT-IR) spectroscopy. This future study could provide further evidence on the presence of cross-linking silica films.

- Investigate the thermal stability of the ion irradiated films by heat treating the films at temperatures ranging from 250 to 600 °C. Potential uses of such films are as mold coatings for injection molding of PMMA optical components with working temperatures of 230 °C and as mold coatings for hot-pressing production of glass lenses with an estimated working temperature of 580 °C.

- Modify the sol-gel films by X-ray. The X-ray mass absorption of silica film is reported to be 5.86 cm$^2$/g [115], thus the energy absorbed by the sol-gel film (1.1 g/cm$^3$ density and 600 nm thick) can be estimated to be $1 - \exp[-(5.86)(1.1)(600 \times 10^{-7})] = 4.9 \times 10^{-4}$ multiplied by the incoming photon energy, i.e. 10 keV (0.124 nm wavelength). In order to excite the film with an energy per unit volume of $1.87 \times 10^{25}$ ev/cm$^3$ (common electronic energy deposited used in this study), the photon dose can be estimated to be $(1.87 \times 10^{25}$ ev/cm$^3$)/(1 x $10^5$ eV)(4.9 x $10^{-4}$) = $3.8 \times 10^{24}$ photons/cm$^3$. 
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Appendix A

Molecular Structures

An estimate of the film density, for sol-gel films heat treated at 300 °C, was made using the measured film thickness, the areal dimensions of the film, and the measured weight gain after coating and found to be 1.1 g/cm³. This corresponds to an atomic density of $3.98 \times 10^{22}$ atoms/cm³ in the case of 48 at.% C, 31 at.% O, and 21 at.% Si (as measured by XPS).

**MTES**

Name: Methyltriethoxysilane  
CAS number: 2031-67-6  
Formula: $(\text{CH}_3)\text{Si(OC}_2\text{H}_5)_3$  
Structure: Figure A.1

**TEOS**

Name: Tetraethylorthosilane or Tetraethoxysilane  
CAS number: 78-10-4  
Formula: $\text{Si(OC}_2\text{H}_5)_4$  
Structure: Figure A.2

**PVP**

Name: Polyvinylpyrrolidone  
CAS number: 9003-39-8  
Formula: $(\text{C}_6\text{H}_9\text{NO})_n$  
Structure: Figure A.4
Figure A.1: MTES (Methyltriethoxysilane) molecular structure.

Figure A.2: TEOS (Tetraethylorthosilane or Tetraethoxysilane) molecular structure.

Figure A.3: MTES/TEOS hydrolysis and condensation.
Figure A.4: PVP (Polyvinylpyrrolidone) molecular structure.
Appendix B

Electronic Stopping

Since the electronic stopping power is identified to be the dominating irradiation variable on the hardness increase of the sol-gel films investigated, a description on soft collision is reported by reviewing the “Ion-Solid Interactions” book by Nastasi et al. [116].

Based on the Thomas-Fermi description of the atom, Bohr [117] suggested that the ion charge fraction, or the effective ion charge, should be given by

$$\frac{Z^*_i}{Z_i} = \left( \frac{v_1}{v_0 Z^{2/3}_i} \right)$$

(B.1)

where $Z^*_i$ is the incident ion ionization, $Z_i$ is the atomic number of the incident ion, $v_1$ is the incident ion velocity, and $v_0$ is the Bohr velocity ($2.188 \times 10^6$ m/s).

From the above equation, two velocity regimes can be distinguished into: a) high-energy electronic energy-loss, $Z^*_i/Z_i < 1$, where the incident ion is not fully stripped by the interaction with the target, thus the ion carried its electrons and neutralizes by capturing electrons from the target material, and b) low-energy electronic energy-loss, $Z^*_i/Z_i \approx 1$, where the incident ion is fully stripped by the interaction with the target, thus the ion can be seen as a positive charge $Z_1$ moving with a velocity higher than the target electrons.

In the experiments conducted in this study all ion irradiation falls into the low-energy electronic energy-loss velocity regime, except for $\text{H}^+$ irradiation.

For 125 keV $\text{H}^+$ irradiation, even though the velocity of the incident ion ($4.89 \times 10^7$ m/s, ion mass: $1.6726 \times 10^{-27}$ kg) is greater than the Bohr velocity ($2.188 \times 10^6$ m/s), the incident ion is initially fully stripped. Thus the irradiation is seen to be carried out by a positive charge moving with a velocity higher than the target electrons, the resulting collision can be described as pure Coulomb interaction potential.
The kinetic energy, $T$, transferred to the target electrons from the incident ion can be evaluated as:

$$T = \Delta p^2 \over 2m_e$$ \hfill (B.2)

where $\Delta p$ is the momentum transferred to the target electron by the incident ion, and $m_e$ is the target electron mass. $\Delta p$ can be obtained by integrating the Coulomb interaction force, $F_0$, between the incident ion and the target electron with respect to time, giving:

$$\Delta p = \int_{-\infty}^{\infty} F_0 dt \hfill (B.3)$$

$$\Delta p = \frac{1}{v} \int_{-\infty}^{\infty} F_0 dx$$

$F_0$ can be calculated using the diagram in Figure B.1 as

$$F_0 = -\frac{dV(r)}{dy} = -\frac{dV((x^2 + b^2)^{1/2})}{db} \hfill (B.4)$$

where $V(r)$ is the interaction potential, thus

$$\Delta p = -\frac{1}{v} \frac{d}{db} \int_{-\infty}^{\infty} V((x^2 + b^2)^{1/2}) dx \hfill (B.5)$$

Since the interaction potential is considered to be purely Coulombic, the potential $V(r)$ can be expressed by

$$V(r) = k_e \frac{Z_1 Z_2 e^2}{r} \hfill (B.6)$$

Figure B.1: Diagram for momentum (impulse) between an incident ion of mass $M$ and a target electron of mass $m_e$. 

The kinetic energy, $T$, transferred to the target electrons from the incident ion can be evaluated as:
where $k_c$ is the Coulomb force constant \( (8.988 \times 10^9 \text{ Nm}^2\text{C}^{-2}) \), $e$ the unit charge \( (1.602 \times 10^{-19} \text{ C}) \), and $r = (x^2 + b^2)^{1/2}$, thus

\[
\Delta p = k_c \frac{Z_1 Z_2 e^2}{vb} \int_{-\infty}^{\infty} \frac{b^2}{(x^2 + b^2)^{3/2}} dx = k_c \frac{2Z_1 Z_2 e^2}{vb} \tag{B.7}
\]

Substituting $\Delta p$ into Equation B.2 it is obtained:

\[
T = \frac{k_c^2 2Z_1^2 e^4}{m_e v^2 b^2} \tag{B.8}
\]

In the case of 125 keV \( (2 \times 10^{-14} \text{ J}) \) H$^+$ irradiation, $Z_1 = 1$, $m_e = 9.1095 \times 10^{-31} \text{ kg}$, $e = 1.602 \times 10^{-19} \text{ C}$, $k_c = 8.988 \times 10^9 \text{ Nm}^2\text{C}^{-2}$, $v = \sqrt{2E/M} = \sqrt{2(2 \times 10^{-14} \text{ J})/1.6726 \times 10^{-27} \text{ kg}} = 4.89 \times 10^7 \text{ m/s}$ (\( M \) mass of the incident ion, 1.6726 x 10$^{-27}$ kg) at the surface, thus

\[
T = \frac{4.88 \times 10^{-41} \text{ J m}^2}{b^2} = \frac{3.05 \times 10^{-2} \text{ eV \AA}^2}{b^2} \tag{B.9}
\]

and the value for $b$ can be estimated at 0.5 \( \text{Å} \) for a fluence of $1 \times 10^{16}$ ions/cm$^2$ (\( \sqrt[1]{1 \times 10^{16}} \text{ ions/cm} \) = 1 ion/\( \text{Å} \)). Then the kinetic energy lost by the incident ion and gained by the target electron is on the order of 0.12 eV. This energy is lower than the ionization energy of any atom present in the sol-gel film, thus this energy is not high enough to strip an electron from the target atom.

In the case of a hard collision between the incident H$^+$ ion and the target electron, the kinetic energy transferred to the target electron can be calculated as:

\[
T = \frac{1}{2} m_e \Delta v_e^2 \tag{B.10}
\]

where the variation in velocity of the target electron $\Delta v_e$, is

\[
\Delta v_e = \left( \frac{2M}{M + m_e} \right) v + \left( \frac{m_e - M}{M + m_e} - 1 \right) v_{ei} \tag{B.11}
\]

where $v$ is the initial velocity (prior collision) of the incoming ion and $v_{ei}$ is the initial electron velocity, which can be assumed negligible with respect to the velocity of the ion, thus

\[
T = \frac{1}{2} m_e \left( \frac{2M}{M + m_e} v \right)^2 \tag{B.12}
\]

where $M$ is the ion mass, 2.32587 x 10$^{-27}$ kg, which is 5 orders of magnitude greater than the electron mass $m_e$, 9.1095 x 10$^{-31}$ kg, thus the above equation can be reduced to:

\[
T = \frac{1}{2} m_e (2v)^2 \tag{B.13}
\]

\[
T = 2(9.1095 \times 10^{-31} \text{ kg}) (4.89 \times 10^7 \text{ m/s})^2 = 4.35 \times 10^{-15} \text{ J} = 2.7 \times 10^5 \text{ eV}
\]
Figure B.2: Sketch used to determine the probability of a hard collision between the incoming H\(^+\) ion and the target electron. Assuming this entire page to represent the area affected by the incoming ion, 1 \(\AA^2\), then the probability that the target electron gets hit by the incoming ion is the ratio between the ion cross-sectional area, circular area of radius \(r_H\), and the area affected by the incoming ion.

The kinetic energy determined using Equation B.13 is transferred to the target electron due to the hard collision and causes the electron to be stripped from the target atom it belongs to.

The probability, \(p_H\), that a hard collision between the incoming ion and the target electron takes place can be calculated as the ratio between the ion cross-sectional area, circular area of radius \(r_H\) (1.2 \(\times\) 10\(^{-3}\) \(\AA\)), and the area affected by the incoming ion, circular area of radius \(r_i\), assumed to be a circular area of 1 \(\AA^2\) for the case of 1 \(\times\) 10\(^{16}\) ions/cm\(^2\) fluence:

\[
p_H = \frac{\pi r_H^2}{\pi r_i^2} \times 100 = \frac{\pi (1.2 \times 10^{-3} \, \text{Å})^2}{1 \, \text{Å}^2} \times 100 = 4.5 \times 10^{-4} \%
\]

(B.14)

From this value of probability, hard collisions can be neglected.

The electronic energy loss per unit thickness traveled by a 125 keV H\(^+\) ion is 6.5 eV/Å (this value can be assumed constant for the entire film thickness, 600 nm), evaluated using the simulation software SRIM [75]. The following equations will be used to verify that this value is equal to the integration of Equation B.9 with respect to \(b\), the distance between the incoming ion and the electron:

\[
\left. \frac{dE}{dx} \right|_e = \int_{r_{\text{min}}}^{r} T \rho_e 2\pi b db = \int_{r_{\text{min}}}^{r} \frac{3.05 \times 10^{-2} \text{eV} \, \text{Å}^2}{b} \rho_e 2\pi db \cong 1.9 \times 10^{-1} \text{eV} \, \text{Å}^2 \rho_e \ln(r) = 6.5 \text{eV/Å}
\]

(B.15)

where \(\rho_e\) is the electronic density estimated to be 8 electrons/Å\(^3\) (the atomic density of the film estimated by XPS measurements is 4 \(\times\) 10\(^{23}\) atoms/cm\(^3\), where every atom has an average of 20
electrons), thus

\[ ln(r) = \frac{6.5 \text{ eV}/\text{Å}}{(1.9 \times 10^{-1} \text{ eV } \text{Å}^2) \times (8 \text{ electrons } / \text{Å}^3)} \tag{B.16} \]

\[ r = e^{4.27} = 72 \text{ Å} \]

where \( r \) is the radius of the area affected by the incoming ion, which is a reasonable value, confirming the validity of the calculation of the energy loss by the ion due to a soft collision.

In the case of 250 keV (4 x 10^-14 J) \( \text{N}^2^+ \) ion irradiation, the majority of the target electrons move faster than the ions (low-energy electronic energy-loss velocity regime). For ions moving in this velocity regime, the collision energy has been assumed to arise from the work involved in the transfer of momentum as target electron are picked up or captured by the incident ion, as described by Firsov’s model [118]. The energy transferred to the target electron is proportional to \( m_e v \) (\( m_e \) denotes the electron mass, and \( v \) denotes the ion velocity) since the captured electron has to be accelerated up to the ion velocity. The ion velocity can be calculated to be

\[ v = \sqrt{2E/M} = \sqrt{2(4 \times 10^{-14} \text{ J})/2.32587 \times 10^{-26} \text{ kg}} = 1.85 \times 10^6 \text{ m/s}, \]

meaning the energy involved in this collisions is on the order of 5 x 10^{-5} eV.

For a hard collision between the incident \( \text{N}^2^+ \) ion and the target electron, the target electron has a higher velocity than the incoming ion, thus the kinetic energy transferred to the target electron can be calculated as:

\[ T = \frac{1}{2} m_e v_e^2 = \frac{1}{2} m_e \left( \frac{2M}{M + m_e} - 1 \right) v_{ei}^2 \tag{B.17} \]

since \( M, 2.32587 \times 10^{-27} \text{ kg}, \) is 5 orders of magnitude greater than \( m_e, 9.1095 \times 10^{-31} \text{ kg}, \) the above equation can be reduced to:

\[ T = \frac{1}{2} \frac{m_e v_{ei}^2}{(9.1095 \times 10^{-31} \text{ kg})(8.01 \times 10^6 \text{ m/s})^2} = 2.92 \times 10^{-17} \text{ J} = 1.8 \times 10^3 \text{ eV} \]

similar to hard collision between the incident \( \text{H}^+ \) ion and the target electrons, the energy transferred to the target electron due to the collision causes the electron to be tripped from the target atom it belongs to.

The probability, \( p_N \), that a hard collision between the incoming ion and the target electron takes place can be calculated as the ratio between the ion cross-sectional area, circular area of radius \( r_N \)
(1.3 x 10^{-2} \text{ Å}), and the area affected by the incoming ion, circular area of radius \( r_i \), assumed to be a circular area of 1 Å² for the case of 1 x 10^{16} \text{ ions/cm}^2 \text{ fluence}.

\[
p_N = \frac{\pi r_N^2}{\pi r_i^2} \times 100 = \frac{\pi (1.3 \times 10^{-2} \text{ Å})^2}{1 \text{ Å}^2} \times 100 = 5.3 \times 10^{-2} \% \tag{B.19}
\]

also for this case the probability that a hard collision takes place is very small. Suggesting that the incoming ion loses energy by moment transfer to the target electrons, as suggested by Firsov’s model [118].
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A study on the effects of ion irradiation on the surface mechanical behavior of hybrid sol-gel derived thin films has been performed. Hybrid organic/inorganic modified silicate thin films were synthesized by sol-gel processing from tetraethoxysilane (TEOS) and methyltriethoxysilane (MTES) precursors and spin-coated onto (100) Si substrates. The synthesized films were investigated by nanoindentation, photoluminescence spectroscopy, and Raman spectroscopy.

Hybrid TEOS/MTES sol-gel films modified by ion irradiation with deposited electronic energies of $1.87 \times 10^{25} \text{ eV/cm}^3$ or higher showed higher values of reduced elastic modulus and hardness than 800 °C heat treated films. Thus, ion irradiation was found to be an effective means in converting the polymer sol into ceramic type coatings. The ions used in this study were $\text{Cu}^{2+}$, $\text{N}^{2+}$, $\text{Si}^+$, $\text{O}^+$, $\text{N}^+$, $\text{He}^+$, and $\text{H}^+$, with incident energies ranging from 100 keV to 2 MeV, and fluences ranging from $1 \times 10^{14}$ to $1 \times 10^{17} \text{ ions/cm}^2$.

Both the reduced elastic modulus and hardness were seen to increase monotonically with the increase in ion fluence, with an observed maximum hardness of 7.7 GPa (an unirradiated film hardness was 0.4 GPa) and a maximum reduced elastic modulus of 84.0 GPa (an unirradiated film reduced elastic modulus was 7.1 GPa) for 250 keV $\text{N}^{2+}$ irradiation with a $5 \times 10^{16} \text{ ions/cm}^2$ fluence. The electronic stopping power was found to be principally responsible for the film hardening, while the role of nuclear stopping power was minimal. A monotonic increase in hardness with increase in electronic energy deposited to the film surface was found.

A model describing the hardening of ion irradiated films was developed. This model characterizes the hardening effectiveness of the ion species considered by two parameters: the constant hardening cross-section and the hardening coefficient. Where the hardening cross-section represents the cross-sectional area hardened by the interaction of an incident ion with the target, and the hardening coefficient represents an index of the cross-sectional area gradient as a function of fluence.

The increase in hardness of hybrid sol-gel films following ion irradiation was linked to structural changes. Ion irradiation results in a cross-linked silica film as well as the segregation of amorphous carbon clusters, both of which contributed to increase the mechanical properties of the films.
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