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This research explores how the complexity of a problem domain affects the performance of an evolutionary search using a performance-based restart policy. Previous research indicates that using a restart policy to avoid premature convergence can improve the performance of an evolutionary algorithm. One method for determining when to restart the search is to track the fitness of the population and to restart when no measurable improvement has been observed over a number of generations. Our empirical evaluation of such a restart policy confirms improved performance over evolutionary search without restart, regardless of problem complexity. Our work further indicates that as problems become increasingly complex a universal restart scheme begins to emerge.
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Chapter 1

Thesis Statement

Exploration versus exploitation is an inherent trade off of any search space algorithm. Exploration is necessary to traverse the search space in the hopes of finding a region where the global optimum exists but exploitation is necessary to actually move towards that global optimum. In evolutionary search algorithms which utilize a restart policy, the plateau length can determine the emphasis of the algorithm. By decreasing the plateau length, exploration becomes emphasized. By increasing the plateau length, the algorithm tends towards exploitation. Problems of greater complexity tend to have more complicated search spaces and as such, there should be some correlation between the complexity of the problem and the optimal plateau length to use in the restart policy. Specifically, as the search space of a problem becomes more complex, the optimal plateau length should decrease due to a greater need for search space exploration. This research attempts to confirm this correlation between problem complexity and the optimal plateau length.
Chapter 2

Introduction

Genetic programming belongs to a class of randomized search techniques that explore the search space of a problem domain using non-uniform randomized steps. It works in a manner very similar to genetic algorithms, the main difference being that with genetic programming individuals are represented as tree structures (which are essentially programs) and in genetic algorithms strings are used to represent individuals. Using evolutionary operators such as crossover, mutation, and reproduction, genetic programming automatically evolves these programs over a number of generations in an attempt to find a solution to the problem being explored (Koza, 1992). With each successive generation it is hoped that the fitness of the best individual and that of the entire population will be greater than in previous generations. This process usually continues until an ideal individual has been found or a specified number of generations have been processed.

The traditional approach to genetic programming attempts to find optimal individuals in a single run. While this technique has proven successful in a number of problem domains, it is not without its limits. This approach can suffer from phenomena known as premature convergence and bloat. Premature convergence occurs when the search reaches a local optimum and is unable to move to other parts of the fitness landscape (Goldberg, 1989). Bloating occurs when the size of an individual increases with no
noticeable change in the fitness of that individual (Koza, 1992; Banzhaf, 2001). With bloating, the functional component of a program typically remains small while nonfunctional components (those that never execute) grow without limit. Attempting to minimize these pitfalls continues to be an area of active research.

One method that has shown promise in combating these phenomena is the implementation of a restart policy. A restart involves re-initializing the population based on some event. A static policy restarts the population at predetermined intervals, while a dynamic approach analyzes the performance of the run to determine whether or not a re-initialization should occur (Fukunaga, 1997; Jansen, 2002). Determining what criteria should be used to decide whether or not a restart should occur can have a dramatic effect on the performance of the algorithm.

This work explores whether a relationship exists between the complexity of the problem and the optimal performance-based restart criteria. Does the optimal restart policy change with change in the problem complexity? Can the performance of an evolutionary search with a restart policy be optimized using a complexity metric? We will show that a correlation does indeed exist.

We begin with an exploration of previous work relevant to genetic programming and restart policies. We then describe the concepts on which we build our explorative study, which includes a discussion of a technique for the quantification of problem complexity, and an artificial problem domain the complexity of which can be customized. We describe our restart policy, and our experiments showing the correlation of optimal restart policies with problem complexity. We conclude with a discussion of the results and conclusions.
Chapter 3

Previous Work

Evolutionary search is widely considered to be a random-restart search technique. Individuals may explore one part of the search space (if the random steps happen to be small enough), or jump to an entirely different part of the search space (if the random step happens to be large enough) thereby “restarting” the search elsewhere. Generally speaking, however, large jumps occur increasingly rarely as the number of generations increase. As the population loses diversity it tends to mimic a hill climbing search rather than a true random-restart search (Goldberg, 1989).

Premature convergence highlights one of the fundamental trade-offs in evolutionary search: exploration versus exploitation. Should the search explore a larger part of the search space or should it exploit and refine the best solutions seen so far? The benefit of exploration is a higher probability of finding a better solution while exploitation is advantageous because it offers the possibility of finding the optimal solution more quickly. The essential trade-off involves balancing the need to find a solution fast with the need to find the solution at all. The danger of emphasizing the exploitation component is that the search may become stranded in a local optimum, leading to premature convergence. Overemphasizing exploration, on the other hand, runs the risk of not fully developing promising individuals.
Previous work on addressing premature convergence at the population level includes the utilization of a restart policy (Fukunaga, 1989; Jansen, 2002). While some policies involve restarting the run after a pre-determined number of generations (Jansen, 2002), others use past knowledge about the algorithm or implement a heuristic to dynamically track convergence (Fukunaga, 1997; Luke, 2001; Jansen, 2002). Tracking convergence usually involves measuring diversity within a population or analyzing the performance of the population as the run progresses.

In this work we investigate a restart policy which tracks the performance of a run by tracking the fitness of the best individual in each generation. If there is no measurable increase in performance of the population as the search progresses, a local optimum has been reached. Identifying local optima and determining when to initiate a restart is of pivotal importance.

By allowing a run to proceed without an increase in performance, we are emphasizing the exploitation component of the search hoping that the fitness will continue to increase. By restarting the search, we are emphasizing the exploration component of the algorithm hoping to find an area of the search space in which the optimal individual can be found.

We intend to empirically show that as the complexity of problems increase, an optimal restart scheme becomes evident. Our methodology requires the ability to measure and alter the complexity of a problem domain, which we discuss in the next section.

3.1 Problem Complexity

Defining and quantifying the complexity of a genetic programming problem domain has, until recently, been difficult. A domain independent methodology for determining the complexity of a problem domain was proposed by Tomassini et al (2005) which
defines the complexity of any problem in terms of a single value called the \textit{fitness distance correlation}. The fitness distance correlation statistic was first used to quantify the complexity of GA problems (Jones and Forrest, 1995) by defining the relationship between the fitness of individuals and the distance of the genotypes of those individuals to the genotype of the ideal individual. This is a very straightforward technique when dealing with binary strings of fixed length. Adapting this technique to GP problems, however, requires a method for defining the distance between two program trees.

Structural distance (Ekart and Nemeth, 2002) provides a convenient method to calculate the distance between any two program trees. It requires that given a set of functions and terminals, a coding function must be devised to assign a value to any element in that set. Thus, the coding function takes the form

\[
c : \{F \cup T\} \rightarrow N
\]

where \(N\) is the coded value associated with the function or terminal. Many criteria such as the size or complexity of a function can assist in defining the coding function. For the problem domain explored herein, the arity of functions and terminals provide an ideal guideline for defining \(c\) (Tomassini et al 2005). The coding function will be described in further detail in the next section when describing the problem domain.

Computing the structural distance between two trees is a three-step process (Ekart and Nemeth, 2002; Tomassini et al, 2005). First, the trees are superimposed in a technique applied recursively starting with the leftmost subtree. Then, the difference of the coded values for each node pair at matching positions is calculated. Finally, the values
computed in previous recursions are combined into a weighted sum. The process to find the structural distance between trees $T_1$ and $T_2$ with roots $R_1$ and $R_2$ can be defined as

$$\text{dist}(T_1, T_2, k) = d(R_1, R_2) + k \sum_{i=1}^{m} \text{dist}(child(R_i), child(R_j), \frac{k}{2})$$

where $d(R_1, R_2) = |c(R_1) - c(R_2)|$ is the distance between $R_1$ and $R_2$, $child(X)$ is the $i^{th}$ of the $m$ possible children of some node $X$, $k$ is a decreasing term for a weighted sum, and $c(Y)$ returns the coded value of the function at node $Y$.

Using the structural distance, it becomes possible to calculate the fitness distance correlation ($f_{dc}$) for a particular problem domain. The importance of the $f_{dc}$ metric is that it provides a quantifiable relationship between the fitness of an individual and its distance from the ideal individual. This value can be used to gauge problem complexity (Tomassini et al, 2005). Computing this value requires generating a set of $n$ individuals and computing the fitness of each individual and the structural distance of each individual from the global optimum. This generates a set $F = \{f_1, f_2, \ldots, f_n\}$ of fitness values and a set $D = \{d_1, d_2, \ldots, d_n\}$ of distances. It is then possible to calculate the $f_{dc}$ value as

$$f_{dc} = \frac{C_{FD}}{\sigma_f \sigma_D}$$

where

$$C_{FD} = \frac{1}{n} \sum_{i=1}^{n} (f_i - \bar{f})(d_i - \bar{d})$$
is the covariance of F and D, and $\sigma_F$, $\sigma_D$, $\bar{f}$ and $\bar{d}$ are the standard deviations and means of F and D (Tomassini et al, 2005).

Previous research with genetic algorithms (Jones and Forrest, 1995) suggests that a problem may be classified into three categories based on the $fdc$ coefficient. Research with genetic programming (Tomassini et al, 2005) has shown that the same qualification scheme employed by Jones for genetic algorithms can be extended to genetic programming. Problems classified as Straightforward are those with $fdc \leq -0.15$, where the fitness increases as the structural distance to the global optimum decreases. When $-0.15 < fdc < 0.15$, the problem is classified as Difficult. For these problems, there is no correlation between the structural distance of the individual and the fitness. When $fdc \geq 0.15$, the problem is classified as Misleading, and the fitness increases as the structural distance to the global optimum increases.

With these methods for calculating the structural distance between trees and the complexity metric of a problem, a suitable domain must be chosen to determine whether or not the complexity of a problem affects the criteria for an optimal restart policy. In the next section we describe our experimental set up, including a problem domain for which it is possible to artificially manipulate the complexity.

3.2 Trap Functions

The trap function makes it possible to define the fitness of an individual as a function of the distance of that individual to the global optimum (Deb and Goldberg, 1993). A language syntax (Punch et al, 1996; Tomassini et al, 2005) that easily lends itself for use with a trap function defines a set of functions with increasing arity and a single terminal. The terminal X has an arity of 0 ($\text{arity}(X) = 0$) while the function set (A, B, C, D, …) is
comprised of functions with increasing arity (arity(A) = 1, arity(B) = 2, arity(C) = 3, arity(D) = 4, ...). For the purposes of this paper, the maximum arity is set to 5, which limits the function set to $F = \{A, B, C, D, E\}$ and the terminal set to $T = \{X\}$.

This language provides a convenient method for devising a coding function to assist in calculating structural distance. The arity of the function or terminal is used by the coding function $c$ to assign a value to a given node (Tomassini et al, 2005). The coding function is formally described as

$$\forall x \in \{F \cup T\} \quad c(x) = \text{arity}(x) + 1.$$

A trap function defines the fitness of an individual by the distance of that individual to the global optimum. By manipulating the parameters of the trap function, it is possible to change the complexity of the function and the problem domain. Formally, the function allowing the conversion of distance into fitness is defined as

$$f(d) = \begin{cases} 
1 - \frac{d}{b} & \text{if } d \leq B \\
\frac{R}{R^* (d - b)} & \text{otherwise}
\end{cases}$$

where $d$ is the distance of the individual to the global optimum and $B$ and $R$ are constants with values between 0 and 1 (Tomassini et al 2005).

In essence, the trap function creates a fitness landscape in which two peaks exist. One peak corresponds to the global optimum while the other peak is a globally sub-optimal local optimum. The $B$ parameter in the trap function corresponds to the width of the
global optimum and, correspondingly, $1 - B$ defines the width of the local optimum. Increasing the value of $B$ increases the width of the globally optimal peak thus decreasing the complexity of the problem. The $R$ parameter defines the height of the sub-optimal peak with the global optimum having a corresponding value of 1. Increasing the value of $R$ increases the height of the sub-optimal peak thus increasing the complexity of the problem.
Chapter 4
Experimental Methodology

4.1 Problem Domains

This work examines three separate problem domains. The trap function domain is chosen because the complexity of this problem can be manipulated easily. In addition, we explore two well-known problem domains: artificial ant and two-box. The artificial ant problem involves navigating a robotic ant to find all the food on the irregular Santa Fe trail. The two-box problem involves the symbolic regression of a mathematical expression for the difference between the volumes of two boxes using a data set comprised of independent and dependent variables within this domain.

4.2 Experimental Setup

For each domain, the results of 150 runs are averaged in both no-restart and performance-based restart approaches. When discussing the restart policy, we will use the term plateau length to refer to the number of generations to allow a run to continue without any fitness improvement. The term comes from the fact that in such situations a plateau can be observed on the plot depicting the fitness of the best individuals as the search progresses. Plateau lengths from 1 to 20 are utilized. In each domain, the population size is set to 1024 individuals and runs are allowed to continue for 100
generations. The probability of success for each run is calculated as the number of runs for which an ideal individual was found divided by the total number of runs.

We investigate several variations of the trap function by manipulating the B and R values to alter problem complexity. Specifically, eighty-one instances of the trap function are produced for B and R values ranging from 0.1 to 0.9 with increments of 0.1. A perfect-D tree is chosen as the ideal individual and is used when calculating the structural distance. Such a tree has the highest arity function, in this case D, at the root with each function in the tree having only functions of one less arity as children (Punch et al, 1996).
Chapter 5
Experimental Results

In this section we discuss the results obtained using the above described experimental procedure. First, we present the results using the artificial domain in which the correlation of problem complexity with our random restart scheme is examined. We then apply our scheme to two well-known domains.

5.1 Artificial Domain

The complexity of the fitness landscape of the unimodal trap function experiments is shown in Figure 1. The problem difficulty is gauged in terms of the $f_{dc}$ value which shows a steady transition from trivial to complex as the B values decrease and R values increase. Of greatest interest are the experiments in which the $f_{dc}$ values are high (most complex) and those in the transition from trivial to high.
The results from running the trap function experiment without a restart policy are displayed in Table 1. As expected, when parameter $B$ decreases or parameter $R$ increases the success probability of the experiment decreases indicating an increase in problem difficulty. In Table 2, the results from running the identical experiments with the best restart policy (determined by finding the optimal plateau length from all experiments run) are given. When comparing these to the no restart approach it becomes evident that using an optimized restart policy does markedly improve the performance of a genetic
programming run when solving non-trivial problems. Figure 2 contains a graph which compares the data found in these tables.

<table>
<thead>
<tr>
<th>Function Parameters</th>
<th>R=0.1</th>
<th>R=0.2</th>
<th>R=0.3</th>
<th>R=0.4</th>
<th>R=0.5</th>
<th>R=0.6</th>
<th>R=0.7</th>
<th>R=0.8</th>
<th>R=0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>B=0.1</td>
<td>0.09</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>B=0.2</td>
<td>1.00</td>
<td>0.98</td>
<td>0.88</td>
<td>0.65</td>
<td>0.37</td>
<td>0.16</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>B=0.3</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
<td>0.83</td>
<td>0.45</td>
<td>0.11</td>
<td>0.00</td>
</tr>
<tr>
<td>B=0.4</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>1.00</td>
<td>1.00</td>
<td>0.96</td>
<td>0.45</td>
<td>0.04</td>
</tr>
<tr>
<td>B=0.5</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>0.94</td>
<td>0.24</td>
</tr>
<tr>
<td>B=0.6</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
<td>0.74</td>
</tr>
<tr>
<td>B=0.7</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.93</td>
</tr>
<tr>
<td>B=0.8</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.94</td>
</tr>
<tr>
<td>B=0.9</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 1: No Restart Success Probability

<table>
<thead>
<tr>
<th>Function Parameters</th>
<th>R=0.1</th>
<th>R=0.2</th>
<th>R=0.3</th>
<th>R=0.4</th>
<th>R=0.5</th>
<th>R=0.6</th>
<th>R=0.7</th>
<th>R=0.8</th>
<th>R=0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>B=0.1</td>
<td>0.61</td>
<td>0.47</td>
<td>0.27</td>
<td>0.11</td>
<td>0.04</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>B=0.2</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.77</td>
<td>0.27</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>B=0.3</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.44</td>
<td>0.01</td>
</tr>
<tr>
<td>B=0.4</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
<td>0.15</td>
</tr>
<tr>
<td>B=0.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>B=0.6</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>B=0.7</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>B=0.8</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>B=0.9</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 2: Optimized Performance-Base Restart Success Probability
Figure 2: Performance of Evolutionary Search with and without Restart
As discussed earlier, maintaining population diversity is one of the major reasons for using a restart policy. The plots displayed in Figure 3 show two example runs (one with the performance-based restart policy and one without) using identical experimental parameters \((B = 0.1 \text{ and } R = 0.1)\). The run using a restart policy has its plateau length set to 5. The graph shows that the diversity of the experiment not using a restart policy quickly decreases as the run progresses while the run using the restart policy maintains diversity through restarts. Figure 4 shows that altering the plateau length effectively changes the frequency of restarts. This figure plots the number of restarts that occur as the plateau length increases for each of the trap function experiments. A trend emerges in which the number of restarts decrease as the plateau length increases.

Figure 3: Comparison of a Single Run with and without Restart
Figure 4: Restart Frequency
The results from running the trap function experiments with the performance-based restart policy are displayed in the plots below. For comparison, the success probability from the experiments without a restart policy (Table 1) is given for each plot. The \( fdc \) values computed for those experimental parameters (Figure 1) are given as well.

Figure 5 includes the plots for trap functions with \( B=0.1 \). For functions using higher \( R \) values (0.6 through 0.9) the probability of success remains low. For functions using lower \( R \) values (0.1 through 0.5), however, a curve emerges and optimal plateau lengths of 4 or 5 become apparent. At the highest complexity, little success is achieved regardless of the plateau length used. As problems begin to drop in complexity, an optimal plateau length emerges.

![Figure 5: Trap Functions with B=0.1](image-url)
Figure 6 includes the plots of trap functions for which $B=0.2$. The functions using the lowest $R$ values (0.1 through 0.3) achieve 100% success for all plateau lengths greater than or equal to 6. When $R=0.8$ or 0.9, there is a low probability of success regardless of the plateau length. When $R$ is between 0.4 and 0.7, however, a curve emerges for which the best performance occurs at a plateau length of either 6 or 8 depending on the value of $R$ chosen. As in the previous results, with a high $R$ value (and thus a higher complexity), the plateau length has a minimal effect on the performance. This is the case at low complexities as well where 100% success is achieved regardless of the plateau length. As the $R$ value drops, however, and before the problem becomes trivial, a trend emerges where an optimal plateau length becomes apparent. It’s interesting to note that the optimal plateau lengths that emerge when $B=0.2$ are slightly higher than when $B=0.1$. This may correspond with a decrease in complexity as $B$ decreases.

Figure 6: Trap Functions with $B=0.2$
Figure 7 includes the plots of trap functions for which $B=0.3$. The functions using the lowest $R$ values (0.1 through 0.6) achieve 100% success for all plateau lengths greater than or equal to 4 with no decrease in performance as the plateau length increases. With $R = 0.9$, there is a low probability of success regardless of the plateau length. When $R=0.7$ and 0.8, however, a curve emerges for which the best performance occurs at a plateau lengths of 7 and 8 respectively. Again, for the most complex and most trivial problems, the plateau length has minimal effect on performance. As the problems transition from the highest complexity and before becoming trivial, a trend emerges where an optimal plateau length becomes apparent. As was the case earlier, the optimal plateau lengths increased as we increased the value of $B$.

![Figure 7: Trap Functions with $B=0.3$](image-url)
The plots in Figure 8 show the performance of the trap functions when B=0.4. For the lowest values of R (0.1 thru 0.7), 100% success is achieved for instances with the plateau length set to 5 and higher. When R=0.8 and 0.9, however, a curve emerges in which the greatest performance occurs at a plateau lengths of 6 and 13 respectively. This set of experiments further indicate that while the plateau length has little effect on easier problems, as problems become more complex an optimal plateau length is evident. Again, there is evidence, at least in the R=0.9 case, that with the step from B=0.3 to B=0.4 the optimal plateau lengths increased. This isn’t apparent for B=0.8 but that plot was atypical in that it showed optimal performance at two plateau lengths (6 and 9) and showed only a slight performance decrease until after a plateau length of 13.

Figure 8: Trap Functions with B=0.4
The plots in Figure 9 show the performance of the trap functions when $B=0.5$. For the lowest values of $R$ (0.1 thru 0.8), 100% success is achieved for instances with the plateau length set to 4 and higher. When $R=0.9$, however, a curve emerges in which the greatest performance occurs at a plateau length of 12. The trend continues in which the optimal plateau length observed in this problem is higher than problems with lower values of $B$.

![Figure 9: Trap Functions with $B=0.5$](image)

The rest of the plots found below display the performance of trap functions when $B \geq 0.6$. In all cases, a performance of 100% is obtained once the plateau length reaches an optimum and does not diminish as the plateau length increases. These experiments seem to fall in the trivial category where the problems are of such low complexity that the plateau length has minimal impact on the performance.
Figure 10: Trap Functions with B=0.6

Figure 11: Trap Functions with B=0.7
Figure 12: Trap Functions with B=0.8

Figure 13: Trap Functions with B=0.9
The success rate of the experiments follow three basic patterns depending on the complexity of the problem. The first pattern involves a curve in which the success of the problem increases with the plateau length to an optimal peak after which the success steadily decreases as the plateau length continues to increase. For these problems, the chance of initializing the population in an area that will eventually lead to the global optimum is better than in the hardest problems but not high enough to negate the benefits of a restart policy.

An optimal plateau length emerges in 14 of the trap function variations. When we compare these instances, we see a correlation between the optimal plateau length and the complexity of the problem as indicated by the $f_{dc}$ value. Of these instances, 11 have relatively high $f_{dc}$ values ranging from 0.873 to 0.999. The best performance in these cases occurs at a plateau length between 4 and 8. The last instances have much lower $f_{dc}$ value (ranging from 0.250 to 0.608) and achieve optimal performance using longer plateau lengths between 6 and 13. The $f_{dc}$ values of these instances actually overlap the $f_{dc}$ values of some of the trivial cases which may indicate that the $f_{dc}$ value is not a precise indicator of complexity. Regardless, the B and R values for this problem domain are good indicators of complexity.

The second pattern involves trivial problems (lower R values and higher B values) which achieve a 100% success rate at a certain plateau length (usually between 4 and 6) and maintain this success as the plateau length increases. For these problems, there is a high chance that the population will initialize in an area of the fitness landscape where exploitation will eventually lead to the perfect individual. Thus, the restart policy has little effect since in most cases a restart will not be necessary.
The last pattern involves the hardest problems (higher R values and lower B values) which achieve minimal success regardless of the plateau length. In these cases, there is an extremely low chance that the population will initialize in an area of the fitness landscape that is close enough to the global optimum to where no major landscape features must be overcome. The probability of this is so low it negates the benefits of the restart policy.

As the evidence shows the plateau length has little effect on problems with low and very high complexities. There is, however, a complexity range in which the plateau length greatly influences the performance. For this range, it appears that problems on the lower end of the complexity scale perform better with a longer plateau length than problems at the higher end. This suggests that at a lower complexity it is best to put more emphasis on the hill climbing aspect of the algorithm but at higher complexities, it is best to emphasize exploration through restart.

5.2 Artificial Ant and Two-Box Domains

The artificial ant and two-box problems were chosen because they are among the harder of the popular toy problems. We wanted to verify our findings on the trap function on more realistic domains. The results shown below from running the artificial ant and two-box problem without restart indicate a relatively low probability of success. A comparison to the results without restart in the trap function domain indicates the ant and two-box problems are of relatively high complexity.

The plots in Figures 14 and 15 show the success probability of the artificial ant and two-box problems respectively. In the artificial ant problem, a curve emerges in which the best performance occurs when the plateau length is set to 6. The two-box problem indicates a curve in which the best performance occurs when the plateau length is set to
4. These results add evidence to the finding that for problems of higher complexity, setting the plateau length lower and emphasizing exploration through restart improves performance.
Chapter 6

Conclusion

In this work, the performance of genetic programming with and without a dynamic random restart policy was compared in three problem domains. In the trap function domain, the complexity of the trap function was manipulated to show how a restart policy is affected by problem complexity. These experiments showed that for problems where an optimal plateau length existed, a correlation between the plateau length and the complexity of the problem was evident: for problems of higher complexity a shorter plateau length results in better performance, but for problems with lower complexity a higher plateau length tends to be optimal. In higher complexity problems it is easier to make progress along the many dimensions of the search space, although the progress is more likely to be small and towards a local optimum. A short plateau length is best here, promoting exploration, since local optima here are difficult to overcome. In simpler problems restarting the search often has a negative effect, because the search can overcome local optima relatively easily, and converge faster when the run is allowed to continue. The experiments show that exploration versus exploitation can be emphasized by adjusting the plateau length of our restart policy. Experiments on the artificial ant and two-box domains confirm this observation.

We plan to follow up this research by devising a restart policy that adjusts its own plateau length based on problem complexity. The major challenge will be to determine
problem complexity during the run. Also, even with averaging a large number of runs using the same parameters, some of the plots show jagged features, such as seen in Figure 6. We will investigate the underlying phenomena, which will hopefully lead to additional insight into dynamically determining and responding to problem complexity.
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